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DEBT AND INCENTIVES IN A DYNAMIC CONTEXT 

Jorge Fernandez Ruiz 

El Colegio de Mexico 

Abstract 

We model the incentive problems derived from the presence of a large inherited 

debt. It has been argued that the distortions caused by the inherited debt 

are such that a partial forgiveness on the part of the creditors might be 

Pareto improving. We study this feature in a dynamic context. The bank faces 

the problem of designing the intertemporal forgiveness scheme. 

In case it wants to partially give up its rights over the country's product so 

as to incentive its effort, it must decide the way to do it through time. We 

allow it to fix a vector of upper bounds over the amounts that will be repaid 

in each period. We find it is optimal to establish the creditor's rights as a 

one period maturity debt, i.e., an amount from which repayments are 

subtracted and which grows at a rate equal to the inverse of the common 

discount factor . The initial debt involves a partial forgiveness, as in the 

one period model, and is such that, if a bad state of nature occurs. it will 

grow beyond its optimal level so that a further reduction wil l be called for. 

Thus there is an initial forgiveness and a further future forgiveness in case 

the country gets a low product and makes a small repayment. This feature is 

due to credibility motives: the bank would like to punish harder a bad product 

outcome, but if such a situation occurs, it will not find in its interest to 

do so. 

We find the debt reduction argument is reinforced when placed in a dynamic 

context. It is possible that the bank does not want to forgive debt if the 

relationship is one shot, but it does if it is more lasting. 

The optimal repayment scheme induces a country's effort above the one period 

equilibrium level. There are situations in which the debt overhang could even 

cause over effort. 

We make comparative statics as the interest rate varies and find that, 

starting from a high enough debt level, an increase in the interest rate 

benefits the country and induces a greater equilibrium effort. 



o. INTRODUCTION 

Between 1982 and 1985 many less developed countries with big foreign debts 

did not meet their obligations as originally agreed. This was the beginning 

of the so-called external debt crisis. Several aspects of it have been 

studied. One of them is the incentive distortions it causes. 

It has been argued that the presence of a large inherited debt distorts 

the actions that a country undertakes. The reforms to stabilize the economy 

and foster growth require a sacrifice. In the presence of a large inherited 

debt, at least part of the benefits it produces will accrue to the creditors 

because the service of the debt will then be higher. Likewise, a potential 

investor will anticipate that the debt will act as a tax on his (her) 

investment. Both the investment and the reforms will look less attractive to 

those who decide the extent to which they are undertaken. It has been argued 

that these distortions could be so high that a partial debt forgiveness would 

be Pareto improving. The level of debt that the creditor finds it convenient 

to establish comes out of a trade- off between giving incentives to the country 

to undertake costly actions and getting benefits from these 

models studying this problem are static, in that both the 

actions. Most 

debtor and the 

creditor act only once. The bank chooses a level of debt and the country 

chooses a level of effort (or investment) and repays only once. Nevertheless, 

the relationship between a bank and a country is more lasting. It repeats 

itself over time and contains, therefore, features of inter-temporal nature 

that cannot be captured by models in which each agent acts only once. We 

model the bank-country relationship as one which repeats itself over time. 

This is the contribution made by the models we build. We study the incentive 

problem mentioned above in a dynamic context. 

In a static model, the country knows the level of debt chosen by the bank 

and. in deciding its action, computes the fraction of the returns that it will 

be permitted to keep. In a more lasting relationship, if it is true that 

these incentive problems exist, the country will anticipate, when deciding its 

actions, that the bank might find it convenient to partially forgive debt for 

the same reasons it has done it before. As for the bank, if it has to forgive 

debt, it not only has to decide how much to forgive , but how to distribute 

this forgiveness through time. 

appear in static models. 

These are important features which do not 

The rest of this paper is organized as follows. 



In section I we expose the basic argument for debt reduction. We build a 

model in the spirit of Krugman (1988) and Sachs (1988 a, 1988 b), who argue 

that debt reduction could conceivable benefit not only the debtor, but the 

creditor as well. In the model we present there exists a large inherited 

debt. The amount received by the bank depends on whether the country's 

product is high or low. The country affects, through its effort, the 

probability of obtaining a high product instead of a low one. On the other 

hand, effort is costly to the country. The initial debt is such that if it 

were not reduced it would allow the bank to confiscate in all cases the entire 

country's product. In equilibrium there is debt reduction and effort is, 

although greater than without debt reduction, still smaller than the socially 

optimal level. 

In section 2 we build a dynamic model. To simplify we study the 

two-period case. The intertemporal nature of the forgiveness scheme the bank 

chooses depends crucially on the commitment capacity it has. We allow it to 

establish at the beginning of the game a vector of upper bounds to the amounts 

of product it can take from the country in each of the two periods which the 

relationship lasts. The bound for the first period is just a real number. 

The bound for the second period is in fact a function . We allow it to commit 

itself for the second period to a bound contingent on the amount received in 

the first period. This makes sense under the (realistic) assumption that the 

amounts received by the bank are verifiable by outside observers. At the 

beginning of the second period, the bound t hat comes out of the first period 

payment is legally binding. But it is j ust an upper bound. We assume the 

bank can give an additional forgiveness if it wishes to do so. 

In section 3 we analyze the bank's strategy in equilibrium. There is more 

than one optimal way to forgive, but the optimal contract satisfies the 

following condition. It does not leave a level of debt that causes 

disincentive problems tomorrow if it can be exchanged for today's product. 

Among the optimal ways to forgive debt there is one which establishes the 

creditor's rights as a debt with one period maturity, that is, an amount from 

which payments are subtracted and whose unpaid part grows at a rate equal to 

the inverse of the common discount factor. Under this scope, the bank's 

strategy comprises an initial debt reduction and a further reduction 

contingent on the first period outcome. The additional forgiveness is made in 

case the first period product is low and the country makes a small repayment. 

This feature is explained by credibility problems: the bank would like to 
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penalize the country more severely in case a low product is obtained, but if 

this happens it will not find in its interest to do so. 

In section 4 we analyze the country's effort. We find that the country's 

strategy specifies, when it meets the optimal repayment scheme, an initial 

level of effort which is higher than the one period equilibrium level. 

In section 5 we study the following problem. During the initial years of 

the debt crisis, the policy to face it was one of postponing the payments that 

were due in the hope that they would be eventually met. It was a temporary 

relief policy. With this behavior as a motivation, in this section we 

restrict the bank to start the second period with a large debt. We find that 

this restriction harms both the bank and the country. 

In section 6 we study what happens to the partial forgiving of debt 

argument when we put it in a dynamic context. We find that it is strengthened 

in the following sense. It may happen that the bank does not find in its 

interest to forgive debt from a static viewpoint (if it were only one period), 

but it does from a dynamic perspective (knowing they have a more lasting 

relationship). 

Up to the previous section we assume that the initial rights of the bank 

are such that it can withdraw the entire product from the country. In section 

7 we study what happens if the initial situation is not so extreme. The 

answer depends crucially on the productivity of the country's effort. For low 

productivity values, the answer is the intuitive one: 

rights of the bank, the lower the level of effort 

the higher the initial 

the equilibrium will 

exhibit. For higher productivity values, the equilibrium effort is not 

monotone in the burden of the initial debt. · It can even happen that for some 

levels of debt, the equilibrium exhibits an initial effort level higher than 

the socially optimal one. 

In section 8 we come back to the large inherited debt assumption and ask 

ourselves what happens if the country and the bank have different discount 

factors. This allows us to make comparative statics for the interest rate. 

We find that, starting from a sufficiently large initial debt, an increase in 

the interest rate benefits the country and induces a greater initial effort. 

The first of these characteristics appears, in a different context, in Bullow 

and Rogoff (1989) 

Finally, in section 9, we extend some of our results to models with 

arbitrary (finite) number of periods. 

Two recent papers related to ours are Borensztein (1990) and Calvo and 
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Kaminsky (1991l. 

Borensztein (1990) also studies the debt overhang argument in a dynamic 

context. To explain the difference between his work and ours, let us first 

remember the next fact, also mentioned by this author. When the problem of a 

large inherited debt is modeled through investment there are two ways in which 

this second variable is affected. On the one hand the investment decision is 

distorted because the marginal returns will be shared with creditors 

(incentive problems) and, on the other hand, the lack of foreign credit causes 

the internal interest rate to be higher than the international one: even 

though investors received the entire proceeds of their investment. if the 

country cannot receive foreign credit, projects which are valuable at the 

international interest rate might not be undertaken (rationing problem). We 

will study only the former problems. We will model the debt overhang a la 

Krugman (1988), that is, having as the country's decision variable effort and 

not investment, so that we can concentrate on the pure incentive problems. 

Borensztein (1990) builds models with investment and compares the effect of 

credit rationing with that of incentives. However, the intertemporal nature 

of the repayment scheme is not a decision of the bank, but a fixed proportion 

of the country's output through all the periods. This is the main difference 

of their models with ours. We endogeneize the intertemporal structure of the 

repayment scheme. Borensztein (990) is interested in different problems. He 

compares the relative influence of the two mentioned effects upon investment 

for different values of the parameters of the model. 

Calvo and Kaminsky 0990 use the optimal contract approach to study debt 

relief, both in the static and the dynamic case. In their models the 

country's product does not depend on any variable under the country's control. 

They are interested in the optimal way to share risk when the country is 

risk-averse and the bank risk-neutral. 1 In our work it is essential the 

influence of the country's actions upon its product. On the other hand, the 

risk sharing problem does not appear. 

A final word of caution. All our models belong to the class that starts 

with a large inherited debt and, assuming there is a mechanism which causes 

that countries make repayments to banks, studies several features arising from 

this situation. W.e assume that a mechanism exist which guarantees that (at 

least) part of the country's output is transferred to the creditor. Why this 

is so - why countries repay debt, which leads us to ask why banks lend to 
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countries in the first place- is a question that has given rise to many 
2 papers. In a financial transaction there is a difference between the time at 

which the lender gives the money and the one at which the borrower must return 

it. In domestic credit markets, the force of the law guarantees that the 

second agent fulfills his obligation. 

of a collateral in case of default. 

Furthermore, it can often be deprived 

In international markets, there do not 

exist courts to which the lender can ask for his rights to be respected. If 

we consider as collateral the assets of the country out of its territory. we 

find it is very small and, in case of being able of translating more of them 

out of its territory, presumably they would loose their usefulness. 

The idea that 'reputation' could act as a collateral was considered as a 

convincing answer during some time, i.e., if a country does not repay its 

debt, nobody will ever lend to it again and because of this it will prefer to 

repay. Bullow and Rogoff (1989) prove that, under very general conditions, 

the previous argument is not valid. Essentially, if a country deprived of the 

possibility of borrowing resources can, however, lend (save) in the 

international markets, then the reputation argument falls apart: the country 

would rather default and save instead of repay and keep its reputation. So, 

it is not possible to establish a reputation for repaying debts and the loans 

to 'less developed countries are possible only if creditors can affect 

countries' interests. Along these lines the most plausible candidates are the 

ability to disrupt international trade and (perhaps to a lower extent) to 

confiscate the country's assets abroad. 

1 
. They assume 

(otherwise the 

that it 

soiution 

is costiy 

Is trIvial) 

to 
.nd 

verify the realization 

restrict themselves to 

of 

• 
the product 

special class 

of contracts: those In which the cost Is Incurred in if and only If the 

product Is smaller than a certain level. 

c.n 

survey of many of them and, In general. 

be found In Eaton. Gersovitz y Stiglitz (J986) 
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I. A STATIC MODEL 

In this section we consider a static model in which. starting from a large 

inherited debt, a bank finds in its interest to reduce it. It is a model in 

the spirit of Krugman (1988) and Sachs (1988 b) who argue that the existing 

debt creates strong distortions in the incentives the country has to undertake 

actions which have a positive effect on its product but are costly_ 

We start from a situation in which a country owes a debt D to a bank. 

The country makes an effort e which, together with a random state of nature, 

determines a product x. measured in the same units as D. We assume that the 

support of the random variable x is the set 

{ K, x} with 0 < (x - K) < and its distribution is determined by 

p (x) = e (I) 

That is, it can happen a high (x) or a low (K) product and the probability 

for the former is increasing in the country's effort (for simplicity we assume 

it is equal, so as to obtain closed form solutions), We assume x < D, a 

situation that produces the incentive problems in their purest form. 

Consider the following three-stage game. In the first stage, the bank 

reduces the debt 1 to a level R e IR. In the second stage the country chooses 

an effort level e e [0, 11. Finally, nature chooses a product x using the 

rule (I) and the bank receives the amount 

R = min R, x } (gun-boat assumption)2 

that is, if the country does not repay R, the bank can withdraw all the 

1 
Note that we restrict the bank to fix repayment schemes in debt form. It Is 

worth studyln, them because they are widely used. If effort Is verifiable and 

effort-contingent repayment schemes .re allowed then 

country to choose the first beat level of effort 

utility It would obtain from exerting no effort. 

for product-dependent contracts, when the product 

as Is our case does not change the results. 

2 .Thls 

which 

assumption Is 

the fraction 

also made by Krugman (1988) 

of the product received by 

can 

and 

the 

(rom a bar,alntng process) Is that of Bullow and Rogoff 09B8). 
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product . Under this hypothesis we can study the incentive problems derived 

from the ability of the bank to deprive the country from part of its product 

in its purest form. 

The time line for choices is as follows . 

Figure 1. 

bank fix R country chooses realization of x. 

e bank receives R = min x,R} 

Agents' preferences can be represented by the following VNM utility 

functions 

country H(x-R, e) = (x - R) - gee) 

bank G(R) = R 

We assume 
2 gee) = e / 2 , 

unless otherwise stated, so as to obtain closed form solutions. That is. 

effort is costly to the country and the cost 

increasing way with effort. 

gee) increases in an 

Note that a risk-sharing problem will not appear here because both utility 

functions are affine in the received product. 

In this game a strategy for the bank is an upper bound R. A strategy for 

the country is a function that assigns an effort level e to each R. 

Equilibrium concept 

The following two preliminary definitions will be helpful in defining the 

equilibrium concept. 

Let C (e, R) be the expected utility for the country when an effort level 

e and an upper bound R are chosen. Let B (e(R), R) be the expected utility 

for the bank when a function e(·) and an upper bound R are chosen. 

The equilibrium concept we use is that of subgame perfection
3

. We define 

3 
Note that the c ountry's strategy must specify an effort for each upper bound. 
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it as follows. 

An optimal self - enforcing contract (OSEC) is a pair of strategies 
- * " (R , e ( . )) such that 

" -e (R) 

-" R 

e 

e 

argwax 

argf!1ax 
R 

C(e, R) V R 
" - -B(e (R), R) 

The following proposition tells us that if we a llow the bank to make an 

arbitrary decision about the level of debt , it will choose an amount which is 

strictly smaller than the maximum conceivable product. The reason is that the 

country's incentive restriction poses a trade- off between amount of debt and 

probability of receiving this a mount. The higher the debt, the higher the 

probability of not receiving it (and getting only .1». Notice a lso that the 

optimal choice for the bank induces an equilibrium effort smaller than the 

first best level. 

Proposition 

The only optimal self-enforcing contract is 

.j x -.1> si R < .1> x + .1> - I< I< -
R = - - - = M< x e ( R ) x - R, sf. ~ ~ R ~ x 

2 
0 si x< R 

*" -If -
which induces an equilibrium effort e (R ) = (x - .1»12 smaller than the first 

best level equal to x - x 

8 



Since R = min < x, R }, the expected utility for the country is 

(x-l!:)-R - e
2

; 2 if R < l!: 
C (e, R) = E H(x - I'" R, e) = e (x ~ R) - e2

; 2 if l!: ~ R~ x 

o - e; 2 if x < R 

Thus, the solution of the problem Max C(e, R) is 

1 
(x - l!:) if R < l!: 

• (R) (x - R) e = if l!:~R~x (2) 

0 if x < R 

because in its three steps C(e, R) is a concave function of e (with a fixed 

R)and the previous conditions are the first order conditions. 

the optimal strategy for the country. 

Thus, (2) is 

When the country follows its optimal strategy, the expected utility for the 

bank is: 

1; 
if R < l!: . -

R) 
. -

B(e (R), = E G(R) = + e (R)(R - l!:) if l!:~R~x . -
e (R)(x - l!:) if x < R 

Using (2) in the previous expression we obtain: 

1 
R if R < l!: . -

R) + (x - RHR B(e (Rl, = l!: - l!:) if l!:~R~x (3) 

l!: if x < R 

In the interval ~ ~ R 5. x the bank's objective function is concave and 

the first order condition is (x - R) - (R- l!:) = 0, from where R = M which 

yields B(e(M), M) = l!: + (x - M)2 > l!:, that is, greater than the values taken 

by the function in the regions R < l!: and R > x . 
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• The equilibrium effort is e (M) = (x - M) substituting M in (2) . . The 

first best effort is obtained when the country totally internalize the 

consequences of its decision, for instance when R = 0, • and e (0) = (x - 1», 

substituting in (2). To 

received by the country 

see it formally, 

(the bank) if 1> 

define TC (T8) as the product 

occurs, so that 1> = TC + TB. 

Likewise, define TC (T8) as the product received by the country (the bank) if 

x occurs, so that x = TC + TB. Maximize now the expected utility for the 

country, TC + e (TC - TC) - e21 2, subject to guarantee a fixed expected 

utility for the bank, ii = TB + e (T8 - TB). We can now write this restriction 

as 8 = TB + e (x - 1> - (TC - TCll, from where, solving for (TC - TC) and 

substituting in the objective function we transform the problem in the 

maximization of + e (x - 1» e2
1 2 - 8, which yields e 

fb (x - 1>). 1> = 

• 
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z. A DYNAMIC MODEL 

In this section we model a repeated relationship. To simplify, we 

consider a two-period model. One question we address in this dynamic model is 

the intertemporal nature of the forgiveness scheme that finds optimal to set 

the bank. The assumptions we make about its capacity of commitment play a key 

role. We assume that the bank can fix, at the beginning of the game, an upper 

bound on the amount received in the first period, and that it can also make a 

commitment about the upper bound for the second period. This second 

commitment can be made contingent on the amount the country repays in the 

first period. This makes sense under the (realistic) hypothesis that the 

payments made by the country can be verified by outside observers. At the 

beginning of the second period the bank can, nevertheless, make a further 

reduction in the outstanding debt if it wishes to do so. 

In each period t a random product x is obtained. 
t 

set ( ~ , x ) and depends on the country's effort in 

x has as support the 
t 

period t, e , and on a 
t 

random state of nature. Formally, given e 
1 

and ez ' xl and x
2 

are independent 

random variables with (marginal) distribution determined by 

P(x = x) = e 
t t 

0') 

-1 
To describe the first action of the bank we define Rz ( . ) as a function 

from il into il which assigns to each amount paid by the country in the first 

period, an upper bound with which the second period starts. At the beginning 
-1 

of the first period the bank sets an upper bound R E il to the amount paid by 
1 

the country in this period and a function R 1 ( . ). This second function allows 
z 

-1 
the bank to commit to a n upper bound R for the second period, whose value z 
depends on the amount it receives in the first period. Both bounds are 

legally binding. Next, in 1.2, knowing the commitments made by the bank in 

1.1 , the country makes an effort e, E [0, 11 In I. 3 nature chooses a 
-1 

product according to 0') and the bank receives R = min( R ,x ) 
1 1 1 

This is 

the end of the first period. In 11.1, knowing the 

an upper bound RZ 
E il that satisfies RZ < R 1 (R ) 

2 2- 2 I' 

an additional reduction in the second period debt. 

amount R , the bank chooses 
1 

that is, we allow it to make 
-z Knowing the new bound R 

z 
the country chooses e E [0, z 11 in 11.2. Finally, in 11.2 nature 

-z 
acts 

Rz' X z ) producing x according to 0') and the bank receives R = z z min 

The timing of the model is shown in the following figure. 
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Figure 2. 

1.1 1.2 1.3 II. I ".2 " .3 

bank sets country chooses rea 1 i zation bank sets 
-2 

country chooses 

e 

rea 1 i za tion 

R' R'() 
l' 2 e 1 

Agents' utilities are as follows 

country 

bank 

H(x - R , e) + b H (x - R , e ) 
1 1 2 2 2 

G(R ) + b G(R ) 
, 2 

R2 

where b is a discount factor satisfying 0 < b < I . 

Equilibrium concept 

of x 
2 

To define the strategies at the disposal of each agent we first define the 

histories observed at each date (remember that we assume that everything is 

observed by both agents. 

a problem) 

It is the nonverifiability of effort which creates 

Let h = 0 , ,., h = (R:',R'(R », 
I.Z 1 2 1 

h = (h .x, R ), h
II

•
2 ILl 1.3 1 1 

(h ,R:2) 
II.I 2 

h = (h .e,) 
1.3 1.2 

h = (h , e) 
11.3 11.2 2 

be the histories observed up to date t .r, t = I,n,r = I, 2, 3. 

A strategy for the bank specifies, for the first period, an upper bound R I 
I 

-1 - 2 
and a function R (.) and, for the second period, a function R (.) that assigns 

2 2 

to each 

R2(h ) 

history h an upper bound R:
2

2 
satisfying the condition 

II.l 

Z I I. 1 
< R:1(R ) .. R . We denote a bank's strategy as 
- 2 1 1 

R = (R I RI(R» R: 2 (h » 
l' 2 1 • 2 11.1 

- 2 
It is important to note that a lthough R can depend, in the bank strategy, 

2 

of all the history observed up to 11.1, it is legally binding only since it is 

officially announced in 11.14 

4 
Note the dIfferent kind of dependence of 

12 
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R2 and 

-2 
R 

2 
with respect to 
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A strategy for the country specifies, for the first period, a function 

e
2
(.) which assigns to each history h an effort level at 1.2 and, for the 

1 1. 2 

second period, a function e 2( .) which assigns to 
2 

level at 11.2. We denote the country's strategy as 

each history h 
11.2 

2 2 
e = (e

l
(·), e

2
(·» 

an effort 

We are interested in characterizing the self enforceable contracts, that 

is, those which agents respect because it is in their interest to do so (the 

only commitment we allow consists in the upper bounds RS being legally binding 
t 

from the date they are set, s). 

So, we will ask each agent's strategy not only to maximize its expected 

utility given the other agent's strategy, but also to satisfy this condition 

for each history of the game, that is, the continuation of a strategy should 

prescribe an optimal behavior given the continuation of the other agent's 

strategy. So, we will require subgame perfection. 

To formalize this idea we will define the expected utility at each date as 

a function of the observed histories and the continuation of the strategies. 

2 t-) 

Let B (R, e,h ) == 
t t. 1 

E 
LI 

Eb 
)=t 

be the expected utility of the bank, evaluated in t.l , over the two period 

horizon, when the pair of strategies R , e are followed from t.I, and the 

history ht.1 has been observed. 

2 
Let C (R, e,h ) = E E b t-) H (x) -R) 

t t.2 L 2 ) 
)=t 

R, 
I 

Announcing the function 
- I 
R2 (R) 

1 
Is part of the first period bank's action 

(this actlon also 

to charge tomorrow 

-I 
Includes the announcement of R). 

more than 
-1 
R2 If 

I 

It receives 

the second action of the bank, Is only ill number. 

bank's strategy, can depend on ever~~hlng the 

it. In this sense. In the bank's stratee:Y, R depends on 
2 
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R 
1 

Th.e bank can commit not 

today. In contrast, 
-2 
R 

2 

Now, every action. In the 

has observed when It makes 



be the expected utility for the country defined in the same way, except that 

we use t.2 instead of t . 1. 

An optimal self enforcing contract for the two-period model (OSEC2) 
• • is a pair of strategies R, e, such that 

• -(j) R e argmax Bl (R, e , h ) 
R 

1.1 

( ii) R- (R, -h ) V h e argmax B e, 
R 

2 I I • 1 11.1 

• • (iii) e e argmax C (R e,h ) V h 
1 1.2 1.2 

e 

• • (iv) e e argmax C(R e, h ) V h 
2 II. Z 11.2 

e 

This definition tells us that each time an agent acts, for each observed 

history, its strategy must prescribe an optimal behavior given the behavior 

the other agent's strategy prescribes from that moment on: 

0) requires the bank's strategy to be its best response to the country's 

strategy and when restricting it to (iO we guarantee an optimal behavior in 

11.1. Likewise, (iii) asks the country to use its best response in 1.2 and 

(Iv) makes this response 'credible' in 11.2 

3. THE BANK'S STRATEGY 

After verifying the existence of an OSEC2 and the uniqueness in expected 

utilities we characterize the bank's strategy. 

In a one-period model if the bank wants to forgive debt it has a unique 

way to do it. Its only decision variable is R. We have seen that it chooses 

R < x, in spite of being able to choose R = x, to give incentives for the 

country to make a positive effort. In a two-period model there are more ways 

to forgive . We find that more than one way is opt imal. To characterize the 

bank's strategies that can be in an OSEC we proceed in two steps. First we 

asses · that it is optimal to place a ll the incentives in the future. This will 
- 1 

completely determine an OSEC2. Then we see that setting R < x, that is, 
1 

promising to charge less product than the available today's product, is 

optimal only if in doing so no overhang 

particular, duplicating the one- period model, 

14 

is left for tomorrow (iii.iil. In 

R 1 = M R 1 (R ) = M V R , is not 
1 • 2 I 1 



optimal. To see why, notice that a small change of this schedule that rises 
-1 -1 -1 
R and reduces R (R ) only in R = R would modify today a zero sum's sharing 

1 2 1 1 1 

problem while the smaller R (R ) would put us closer to the first best effort 
2 1 

level in the last period. Intuitively, if the problem is that the debt 

overhang creates disincentives, the optimal way to forgive involves not 

leaving overhang for tomorrow if it can be exchanged for today' s product. As 

long as R 1 (R ') < X , Rand R (R ) can be exchanged on a b units of R for one 
2 1 - - 1 21 1 

unit of R (R) basis in the optimal contract. Its sum (in present value) is 
2 1 

the total repayment in case x = x = x . 
1 2 

Since R (R) < x, it continues to be true that, as in the one-period 
2 1 

model, the bank partially relinquishes its rights on the country's product. 

(Moreover, 

repayments 

R + b R < M(I+b), that is, the discounted value of the highest 
1 2 

the bank can get is smaller than the discounted value of the 

highest repayment it would get by duplicating the one period solution). On 

the other hand, the bank punishes a small x as severely as the credibility of 
1 

the punishment allows it to - (R2 (h ) = M if x = lI. - and would prefer 
2 I 1.1 1 

punishing even more severely such outcome, 

committing not to reduce that bound later on. 

The bank's strategy 
-1 -

promises, such as R (x) = 
2 

discards, due to 

M, but R~(hII. ,) < 

that is, setting R 1 (x) 
2 -

credibility arguments, 

Ji if x = x 
1 

) M and 

non-binding 

The following proposition guarantees the existence of an OSEC2 and the 

uniqueness in expected utilities and characterizes the bank's strategy. 
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Proposition ~ 

(i) The expected utilities for the bank and the country and the observed 

efforts are the same under every OSEC2 

(iU There exists an OSEC2 in which the bank's strategy satisfies: 

-1* -R =x 
I 

(iii) The bank' s strategy is unique except for the following two changes: 

(iii.i) iiI (x) > M and z-
(iii.W iiI + b iiI (iiI ) = 

I 2 I 

ii2(h ) = M if x = x. 
2 ILl 1 -

iiI" + b iiI" (iiI") and iiI (iiI ) < X 
1 2 1 2 1 --

-I 
(iv) If we take from the bank the chance of reducing R

z 
in II.l, it obtains an 

expected utility strictly greater. 

Proof. (See appendix) 

The bank's strategy ~ .a one-period maturity debt 

We have writt en the bank's strategy as upper bounds for each period. In 

equilibrium it is possible to see it as a debt with maturity one period. When 

we do it, we find that it consists of an initial debt reduction (we start from 

a debt that allows the bank to withdraw the entire product always) and a 

future reduction contingent on the first period outcome. To be precise, the 

future reduction is made if and only if the first period product is • small' . 

Intuitively, at each point in time there is an optimal level of one period 

debt. If a low product occurs, the outstanding debt will be so high that it 

will be in the interest of the bank to reduce it again. 
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Proposition ~ 

There exists an optimaL strategy for the bank which can be written as a 

debt D2* which is due in the first period. and whose unpaid part grows at a 
I 

rate 1/ b. SLnce D2* > x . the bank can confiscate x in its entLrety and fix 
* 1 2* 1 

(D - x )/b as the second period obligation. DI satisfies: 
I 2'; 

i) [D -xJ/b > M 
I -

ii) [ D2* - x J / b < 1> 

iii) D
2J < M ( 1 + b ) 
I 

Proof 

Consider the bank's 
• + S(x -define D = b (1) 
I 

strategy that sets 

M)2/4) + M. Then we have 1> 

- * R =x, and 
I * 

+bM(D (x+b1> 
I 

• 

That is. at the beginning of the game a debt is set that involves a 

partial forgiveness. It is a one period maturity debt an it is greater than 

X. so that it allows the bank to withdraw x in its entirety. The unpaid part 
I 

of the debt grows at a rate 1/ b and the level of D~* is such that if XI = x. 

at the beginning of the second period we will have a debt smaller than 1> and 

the bank will not forgive any more; but if Xl = 1>. the outstanding debt will 

be so high that the bank will make an additional forgiveness . Let us remark 
-that if further is called for, whereas if the X =~ • a reduction X= X. 

I 
(D2*_ 

I 

outstanding debt. xV b ( 1>. is repaid without further reduction. 
I 

Repeating a partial forgiveness can be a rational action on the part of the 

bank. We can interpret its actions as an adjustment made each period of the 

debt the country owes to it. so as to keep this debt at an optimal level. If 

X= 
I 

1> and the bank did not forgive once more. the resulting amount of debt 

would be too big. 

4. THE EQUILIBRIUM LEVEL OF EFFORT 

We find that the equilibrium first period effort is bigger than that of 

the one-period model. The intuition behind it is that in solving the trade 

off between receiving more product if X happens and giving the proper 

incentives to the country. the bank distributes between both of them the 

benefits of obtaining x instead of ". In a one-period model . these benefits 

consist of the difference x - " In a two-period model. we must add the 
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gains from eliminating the debt overhang and its associated efficiency los$ in 

the last period. Due to the preceding feature, as we will see later on, there 

may be situations in which the debt overhang leads to an equilibrium effort 

greater than the first best equilibrium. 

Since we have already described the bank's strategy, it is clear what the 

second period equilibrium efforts look like. We will have the first best 

level if the first period product is high and the level arising from an 

infinite debt otherwise. 

Proposition 4 

Every optimal self-enforceable contract in the two-period model induces 

the following equilibrium efforts: 

" " - - 2 
(x - M) + b (x - M) / 4 > e (R ) = (x - M) 

e2"(h ) fb = ( ~ ) 
-

= e x if x = x 
2 I I. 1 1 

2" ) 1" ( X -e (h = e M ) if x =2S. 
2 11 . 1 1 1 

Proof 

The equilibrium efforts can be computed using the strategy defined by (2) 
2" 

in the proof of proposition 1 with 
2· 

proof of proposition 2 (for e ( ». 
R = R2 (for 

2 
e

2 
(. » and (6) in the 

1 

5. DEBT REDUCTION VS. TEMPORARY RELIEF 

• 

We have seen (proposition 3) that the optimal policy for the bank can be 

written as an initial debt reduction and a future reduction contingent in the 

first period outcome. We will compare this strategy with the optimal strategy 

in a restricted opportunity set. 

To motivate the restriction we impose. let us remember that during the 

earliest years of the debt crisis, the policy to face the problem was one of 

temporary relief, of reschedulings consisting of reducing the repayments the 

country should meet in the short term. moving their maturity towards the 

future. 

Bearing in mind this fact as a motivation, assume that in the game we 

haveanalyzed we restrict the bank to a temporary relief policy. Beginning 
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with an infinite debt, the bank decides only how much relief to give to the 

country in the current period, so that we start the second period with an 

infinite debt Formally, let impose 
5 R'(R ) ~ x 'I R once more. us as a 2 , , 

restriction in the bank' s first action. By a temporary relief policy we mean 

a policy that satisfies this restriction. It is easily seen that in this 

context the optimal strategy for the bank is to set twice the optimal one 

period optimal bound because there is no link at all between the different 

periods. In each period the bank induces the country to make some effort by 

promising not to withdraw more than M in the current period. We know this 

policy is not optimal from the bank's perspective when it can choose R'(R). 
2 , 

The following proposition tells us that this policy also reduces the welfare 

of the country, relative to an optimal policy without restrictions. 

Proposition 5 

Under the optimaL seLf-enforcing contract in the two- period modeL both the 

bank and the country obtain an expected utiLity strictLy bigger than that 

resulting from 

R~( R,) ~ x 

Proof 

restricting the bank to choose 

'I R , 

It only remains to be seen that the expected utility for the country under 

the two period optimal self-enforcing contract is bigger than the expected 

utility resulting from getting twice the one period optimal contract. We have 

EU country under repetition = b (x - M)2 / 2 + (x - M)2 / 2 
- 2 -*. 2 

EU country under osec2 = b (x - M) / 2 + (c - £ ) 

EU country under osec2 - EU country under repetition = (e2·)2 _ (e'·)2. , , 
Thus, the expected utility for the country is (strictly) greater under osec2 

if and only if its first period effort under osec2 is (strictly) grater. 

• 

5 -, 
The reader will notice th a t Imposing R (R L M would lead us to the 

same results 
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6. PARTIAL FORGIVENESS IN DYNAMIC MODELS 

One of the questions we wanted to address was that of the robustness of 

the argument favoring voluntary debt reduction to adding periods to the length 

of the relationship. We find that the argument is reinforced. 

Definition. We will say that there is debt forgiveness if RS< x for 
t 

some(s, t), 5 ~ t 

Proposition 6 

(0 If there is debt forgiveness in the one period mode !, then there is debt 

forgiveness in the two- period model. 

(Li) There exist functions P(.~ l e) increasing and affine in e and gee) 

i.ncreasing and convex, such that in the one period model there is no debt 

forgiveness, but in the two- period mode! there is. 

- * 0) it is straightforward: R2(R) < 
2 , -

R 'I R because at the beginning of the , 
second period the -bank will reduce the upper bound it finds if it is greater 

than the optimal one period upper bound. 

Oil Consider 

I 
0 si e .s I I 2 

P(x I e) = e + 11 2 si e e [0, 1 12 

1 si I 2 < e 

gee) = e
2 

I 2 

Then, following exactly the same steps as in the case we have studied, we 

find that in the one- period model a necessary condition 
-, -
R = x. Nevertheless, if in the two periods model we , 
then a necessary condition for equilibrium is R'(x) < x 

2 

20 

for equilibrium is 

set R' R'(x) = 
, 2 -

x, 

• 



To see why it can be that in the one-period model the bank does not 

forgive debt and yet it does it in the two- period model , think of the 

following extreme situation. The functional forms are such that from a static 

viewpoint the bank is indifferent between forgiving debt and not doing it, 
-that is , it finds optimal to leave a level just equal to x in the one-period 

model. Then. in the two-period model , from the perspective of the first 

period, a small debt reduction for the second period has only a second order 

effect. Since it has a first order effect on the country's initial effort, it 

clearly is welfare improving. 
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7. LIMITED INITIAL DEBT 

Up to now we have taken as a starting point a situation in which the 

bank's legal rights allow it to withdraw the entire country's product in each 

period. In this section we analyze a situation in which the bank's legal 

rights are narrower. 

We assume the same production technology and utility functions as in the 

previous section except that, for simplicity, we take discount factors equal 

to one for both agents. 

The country's . initial legal obligations towards the bank are described as 
-IN 

follows. R, e R is the amount the country must pay in the first period. 

There is also a function RIN
( . ) from R into R which assigns to each amount 

2 

paid in the first period the debt with which the second period starts. This 

specification is very general. It allows as a special case, for instance, one 

in which the entire debt is due in the first period and any unpaid amount 

becomes an obligation for the second period at a given interest rate. We 

assume that the bank can make to the country a "take it or leave it" offer. 

It pair 
-, R'(· ) which will substitute the pair 

-IN RIN(. ) if can propose a R" RI ' 2 2 

and only if the country accepts it. Except for this change, the model is 

equal to the one in the previous section. The description of the game between 

the bank and the country is as follows. 

At the start of the game, in 1.1, the bank proposes an upper bound for the 

first period R 1 e R and a function R 1 ( .) from R into R which assigns an upper 
, 2 

bound for the second period as a function of the payment made in the first 

period. Next, in 1.1 bis, the country accepts (A = 1) or , 
bank's proposal. In the former case the bounds proposed 

rejects (A = 0) 
1 

in 1.1 substitute 

the 

the 

initial ones. In the second case they do not. In 1.2, knowing the bounds 

resulting from the above process, the country makes an 

This effort parameterizes the distribution of x which is , 
in 1.3. This marks the end of the first period. 

effort e e [0, 1]. , 
realized and divided 

-2 In 11.1 the bank can give an additional forgiveness and set R smaller 
2 

than the bound established in 1.1 bis. To do this the bank does not need the 

approval of the country: it can renounce to a previous right. This decision 

is legally binding. -2 
In 11.2, knowing R, the country chooses e e [0, 1l 

2 Z 

which parameterizes the distribution of x , realized and shared in 11.3. 
2 

The time line for choices is as shown in figure 3 
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Figure 3 

1.1 I . 1 bis 1.2 1.3 I I. 1 I I. 2 I I. 3 

bank country country rea 1 i zation bank country real ization 

proposes can makes e of x chooses makes of x 
1 I Z 

{R 1 RI{ ) } reject R
Z 

e I' Z Z Z 
proposal 

Equilibrium concept 

Let 

Ihl.
1blS 

= (R;, R~(') ), IhI.
Z
= (lh , A ), 

I.lbls 1 
lh = (lh ,e), 

1.3 1.2 1 

lh = (lh ,x , R ), lh 
11.1 1 . 3 1 1 11.2 

(Ih R-Z) , 
11.1 Z 

be the observed histories at date t.r, t E { I, II }, r E { I, Ibis, 2, 3 

A strategy for the country specifies a function A ( . ) which assigns to 
I 

each history h (consisting of a bank's proposal) 
LIbls 

an . acceptance 

1) or rejection (A (.) = 0) 
I 

decision, a function e ( . ) which assigns 
I 

(A ( .) = 
1 

to each 

history lh 
I.Z 

an effort level for the first period, and a function ez(') which 

We assigns to each history lh 
1l . 2 

denote a country' 5 strategy as 

Ie = 

an effort level for the second period. 

(e (')e ( ' )A( ' » 
1 ' 2 ' 1 

-I 
A strategy for the bank specifies, for the first period, a bound R and a 

I 
-I 

function R (.) and, for the second period, a function which assigns to each 
Z 

history h a bound R
z
Z that satisfies RZ(h ) ~ R I (R ) 'V R. We denote a 

I I . 1 2 11.1 2 1 1 
bank's strategy as 

and Ct. rOR, Ie, lht . r ) be the expected 

utilities for the bank and for the country, evaluated at date t.r, when the 

history lh
t 

has been observed and from that moment on the strategies IR ,Ie . 
. r 

are followed . 

An OSEe with initial bounds R
I

IN, RIN(R) is a pair of strategies, IR ·,le", 
Z I 
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such that: 

• a) IR E argmax 
IR 

• b) Ie E argmax 
Ie 

B
t 

OR, Ie, h 
.r t. r 

'I t . r in which the bank acts, 'I h 
t.r 

C
t 

OR, Ie, h
t 

) 'I t. r in which the country acts, 'I h 
.r.r t.r 

It will be helpful to define a situation in which the initial bounds 

remain in place (even if it is not optimal), and in the subsequent dates 

agents act optimally. 
-IN -IN 

A continuation OSEe with initiaL bounds R , R (R) is a pair of strategies , z, 
• cR, 

and: 

• -IN IN ce , such that in l.l the bank proposes the initial bounds R, ' R (R) 
z " 

• a) cR E argmax 
cR 

B (cR, ce, h ) 
II.I 11 . 1 

• bl ce E argmax h
t 

) 'I t . r in which the country acts, 'I h .r ~ 

ce 

Anal.ysis. The welfare of the country and an optimal first period bound 

What sort of proposal will the bank make and how will the country react? 

We start to answer to this question in the following proposition, which 

establishes two features of the optimal contract . 

As a consequence of giving the bank the right to make "take it or leave 

it" offers, we will have the country willing to accept every proposal that 

leaves it with the same expected utility as the initial bounds (notice that if 

the initial bounds remain in place and then agents act optimally uniqueness in 

the country's expected utility is obtained). This is exactly the expected 

utility the country will obtain with one exception: when the initial bounds 

are such that, if left, would lead to an expected utility for the bank 

smallerthan the one it obtains in the equilibrium of the unlimited debt case. 

On the other hand, it remains true that the bank finds it convenient to 

withdraw all today's product. 
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Proposition 7 

Let c~in be the expected utility obtained by the country under OSEC2 (as 

in propositions 2 and 3, when the bank's initiaL rights are unlimited). 
cont 

Let c 1 be the expected utility obtained by 
-IN -IN 

the country under a 

continuation 

Let c
J 

Then: 

OSEC with initiaL bounds 
min cont} =max{c
1

,c
1 

RJ ' R iRl 

-IN -IN 
i) Under every OSEC with initial bounds R

J 
,R

2 
(R/ the expected utility 

for the country is equal to c 

it) There exists an OSEC with'initial bounds R~N, R~N(RJ) in which ~= x 
Furthermore, if there exist an OSEC with initial bounds R~N, R~ (R

J
) in 

which ~1 <_x, then it also exist an OSEC with initial bounds R;N, R~N(RJ) in 

which RJ= x with the same first period effort for the country. 

Proof (See appendix) 

The bounds for the second period and the equilibrium effort 

In this section we analyze the two remaining variables in the bank's 

strategy and the resulting country's effort. 

The bank must choose R'(x) and R'(x) z- z such that they provide the country 

with an expected utility equal to c. , We are interested in finding the 

conditions under which the bank punishes as hard as credible an 

induced behavior of e . , realization, and in the 

It turns out that the answers depend on the size of ( x - ~ ). There 

are,nevertheless, some invariant features If the Initial bounds lead us to a 

situation close to that of unlimited debt, in terms of the country's expected 

utility, then R( ~ )= M, that is, the bank punishes as much as it is credible 

a bad x realization. , 
Consider now the other polar case. 

the country under the initial bounds RIN • 
close to cmax R' ( x ) is close to _x . 

• Z -

The behavior of e also exhibits this continuity 
1 

c: if c is close to cmln e will be close to e (cmin ) 

c 
• max , 

1 1 1 1 1 

we will approach to the first best effort. 

expected utility for 

For c , values 

in the extreme values of 

and if c approaches , 

A thorough characterization of the OSEC with initial bounds R.
IN

, RIN(R) z , 
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for 0 < 6, - ,,) < I is shown in the appendix. In this section we state . the 

results for a "very small" (x - 1[) and mention in a rough way the results for 

other values of (x - ,,). 
In the very small case, if the initial bounds lead us to a situation close 

to the one with unlimited debt, in terms of expected utility for the country, 

that is, in a neighborhood of cmin, R:'(x) is as big as the credibility allows 
, 2-

it to but, if we consider increasingly bigger values of 

point in which the bank starts to reduce R'(x), and it 
2-

C
I

, we arrive to a 

does it continuously. 

Then the equilibrium R'( " ) is first constant and then strictly decreasing in 
2 

c. , As for the effort, we find that as we go deeper into a debt overhang 

situation, the first period effort gets smaller, that is, if starting from a 

no-debt-overhang situation, in which the country repays ~ each period and 

makes the first best effort, we consider ever smaller values for the country's 

expected utility (ever bigger bank's rights), then the equilibrium effort 

becomes increasingly smaller (and it does it continuously) until we reach the 

unlimited debt equilibrium effort. 

For other (x - ,,) values, we have roughly the following results: If (x -
~) is 'median' we cannot guarantee e (c) to be monotone in C I but at least , , , 
we keep the property of having e < (x - x) always. , -

This feature will disappear if we consider even bigger values for (x -
It will disappear for instance when c is such that the bank still finds , -, 

convenient to set R
2

( " ) = M (to punish a first period " realization the way 

it does under unlimited debt) and to provide the augmented expected utility 

c, > c7
in 

through, solely, a reduction in R:~(,,). 
If we consider even bigger values of (x - ,,), we find a new feature. We 

loose the continuity of R~(,,) and e, in c,' The objective function is not 

cuasiconcave and this causes R1(x) and e to take on two different values for 

a critical c value. , 
2 - , 

Nevertheless, in all but this point those variables 

exhibit a continuous behavior in c . , 
Finally, for (x 2£) values close to one, since the specification of the 

model restricts us to e < I, there are c values (to be precise there is an - , 
interval) in which the country's first period effort equals unity, and both 

R'(x) and e move such that this restriction is satisfied with equality. 2 - , 
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Proposition !... 
There exists (x - 1»pp such that if (x - 1» S ( x - 1> )pp, then the OSEe 

with initial bounds RIN, RIN(R) in which R'= X satisfies: 
1 2 1 1 

i) (Continuity of R'( 1> ) and e ) 
I 

" There exists C I ' 
" ( min max) t R- I ( ) c e c , CIs .• 2 1> and e 

I 

continuous and (except in 
l. I 

C ) differentiable functions of c , with domain 
min 

I I 

[c I , .. ). 

ii) (Behavior of R'( x )) 
2 

R'( 1> ) satisfies: 

c
min < " c < c .. 
J - I - I· max 

c < c < c .. 
I I I 

R'( X ) =M 
2 -

R'( x R'( 1> < ) <M and 1> ) is strictly 
2 - 2 

decreasing in c 
max 

c ~ C 
I I 

Ui) (Behavior of e ( c) ) 
I I 

e (c ) is strictly increasing 
I I . 

min 
in the interval c e [ c 

e (e
mtn

) is the equilibrium effort 
I I fb 

e ( c ) = e = (x - x) if cmax < c 
1 1 - 1 - 1 

8. DIFFERENT DISCOUNT FACTORS 

I I 

in the unLimited debt 

max 
c 1. where 

I 

model, and 

are 

We now consider the case in which the bank and the country have different 

discount factors. 

All the definitions in section 1.2 apply, except for the following utility 

functions: 

country's utility: 

bank's utility: 

x - R - (e )2/ 
I I I 

R + b
B 

R 
I 2 

2 + b C Ix - R - (e
2
)2/ 2 

2 2 

If bB < bC
, it remains optimal to place all the incentives to effort 

tomorrow. This is intuitively reasonable, because the country is more patient 

than the bank. In this case the inequality in the discount factors reinforces 

the reasons to place the "prize" tomorrow. As for the induced effort, it is 

bigger than the one exhibited by the one period model. This feature is 

reinforced. We find that if the inequality in the discount factor is big 

enough, the first period effort is greater than the first best level in the 

one period model. The reason is that the prize will be paid tomorrow and the 

future is very differently valued by both agents. The bank gives a prize to 
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which it attaches a small value , but which Is very valuable for the country. 

Nevertheless, the relevant comparison is with the first best effort in a two 

period model with b" < be. When making this comparison the undereffort 

remains. 

If b" > be, it is not optimal to place all the incentives in the future. 

The country is less patient than the bank. It attaches more value (than the 

bank) to the current output. This renders optimal to give some relief today 

even though some overhang is left for tomorrow. The induced efforts do not 

have qualitative changes as compared with those of the equal discount factors 

model. 

The following proposition formalizes the previous comments. 

Proposition 2..-

Lt) (strategy for the bank) there exists an OSEC2 in which 

RI = x , RI(x) = M, R'( x ) < x ,Rz(h ) = R'(R) "R 
I Z - Z - Z II.' Z, , 

Lit) (strategy for the country) under every OSEC2 
2* IN 

e > e , , 
x = x , 
x = x , 

z" .. e2 
z" .. e 
Z 

,,, -
= e = (x - M) , 

Furthermore, there exists 9 (9 > I), such that if b
C 

/ b
B > 9, then 

e~" > (x - x) but if <" E (0,1), then e~" < e~fb= max ((x - x) b
C

/ be, 1J 

it) If b
C < b

B
, then 

iLt) (strategy for the bank) there exists an OSEC2 in which 
-1 - -1 -1 -1 
Rl < x , R2 ( 3 ) = M, RiR1) E ( 3 ' x), R

2
2
(h ) = R'(R) " R 

II.I 2 1 1 

iLit) (strategy for the country) under every OSEC2 
2" 1" e
1 

> e
1 

I" e , 

Proof (See appendix) 

Remark. Notice that (as is also proven in the appendix) when the discount 

factors are different, the first period first best efforts are 

e~(b= max {(x _ ~) be/ b",H, e~fb= (x - ~) if be < be, and e~fb = (x - ~), 
e~fb = (x _ ~) b"/ be if be < be. 

28 



Comparative statics 

Consider a fix discount factor for the country and define the bank's 

discount factor as the reciprocal of the (gross) interest rate. In this 

section we address the question of what happens when the interest rate varies. 

We obtain the following results. When the interest rate rises, the 

expected utility for the bank is reduced. 

discounts more heavily its future earnings. 

The explanation is simple. It 

This effect is of the first 

order. The adjustments made in the bank's decision variables -the bounds- are 

only of the second order. The expected utility for the country is risen. The 

optimal bounds set by the bank are parameters of the country's problem and so 

the adjustments these bounds suffer have a first order effect in the country's 

welfare. These adjustments improve the country's situation. When we compare 

two interest rates which are both in the region 11 (J + r < be the idea is 

as follows. We have seen that in this case the bank places all the incentives 

to effort in the future. A rise in r makes then cheaper the cost of giving 

incentives to the county's effort and thus moves the bank to forgive more. 

This is in sharp contrast with the usual idea that a rise in r hurts the 

indebted countries. In a context of debt contracts with floating interest 

rates, an increase in this variable enhances the bank's rights over the 

country's product. But in our model this does not help the bank: anyway it 

already has more legal rights than it needs. A rise in r only means a rise in 

its impatience to be paid today. In equilibrium it already receives all the 

first period country's product. So its increased impatience moves it to urge 

the country to enhance the probability of a high product today. The optimal 

way to do it is promising an even lower repayment in the future. 

Proposition 10 

Let b
B 

= 1 / ( 1+ r ) . 

If r
1 

> r
2 

then: 

i) The expected utility for the country under r Is strictly greater than 
1 

under r 
2 

H) The expected utility for the bank under r is strictly lower than under r 
1 2 

m) e 2
"( r) > e 2"( ) 

1 1 1 r 2 

Proof. (See appendix) 
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9. A T-PERJOD MODEL 

Consider now a relationship that is repeated over T periods. The 

specification of the model is the natural extension of the two-period model. 

The production technology is as follows. 

independent random variables with 

P(x = x) 
t 

T e for t = 1. 2 •.. . T. (I.n 
t 

are 

Next we describe the game between the bank and the country. 

identical and 

Let RP(,) (p < q) be a function from R(q-P) into R which assigns to 
q -

each vector of payments received by the bank in periods p. p + 1 •. . . q - 1. an 

upper bound for the period q. 

(R' R'(·) .... R
T
'(·)) . where 

l' 2 • 

1, 2,... T. assigns an upper 

In l.l the bank sets a vector 

R' e R is the initial bound , 
bound for the q- th period as 

- I 
and R ( . ). q 

q 

a function of all 

t!,e previous repayments. In 1.2. knowing the legally binding announcement 
T 

made by the bank. the country makes an effort e e R+. which acts as a 
I 

parameter in the distribution of x which is realized in 1.3. At this date 
I 

the bank is paid R = m!n 
- I 
R,• x 

I , } and the first period ends. We now 

describe the actions taken in period P. for 2 ~ P ~ T. In p.I the bank 

proposes a vector of upper bounds (R". RP 
(.) . RP

(, I) . In p.I bis the 
p p+l T 

country decides which vector will have legal validity. The set it can choose 

from consists of the proposal made by the bank in p.l and the vector the 

country itself chose' in (p I). I bis. If its choice is the former 

element. we say that it makes A = 1. 
P 

p.2. knowing the bounds which have legal 

Otherwise it makes A = O. In 
P 

validity, the country makes an effort 

e
T 

E R+. In p .3 nature chooses x according to (I.T) and the bank is 
P " repaid R equal to the minimum of x and the bound valid in period p. 

" P The timing of the game is as the following figure shows. 

, 
Except for p 2. In which case the second element Is the vector set In 1.1 
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Figure 4 

1 • I 1.2 1.3 I I. 1 II.lbls IL2 11.3 

I I I 

coultry 
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bank country 
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T -2 -2 - 2 T 
e (R

2
·R

3
( ) . R

T
() e 

I 2 

bank 
sets 

- 1 - 1 
(R • R ( 

1 2 

realIzation 
of x 

1 

country 
can 

reject 
proposal 

realIZat i on 
of Xz 

Preferences of the country and the bank can 

following VNM utility functions . 

T 

country [ bt - I 
H(x - R ) 

t t 
t=l 

T 

bank [ bt - I G(R) 
t 

t=I 

Equilibrium concept 

Let Th = (R 1 RI( ) ... . ~( ) ). Th = 
1.2 I' 2 1.3 

observed histories at 1.2 and 1.3. respectively. 

be 

CTh 

T. 3 

reallzatlon 
of x 

T 

represented by 

1.2' 
eT

) be 
I 

the 

the 

For 2 5. p 5. T. 

Th = (Th • eT
) 

let Th = (Th • x • R ). Th = (Th • A). 
p.lbls (p-t).3 p- i p- I p.z p. lbls P 

p.3 p.2 p 

be the observed histories at p. l bis. p.2 and p.3. respectively 

A strategy for the country specifies, for the first period, a function 

e
T
(.) which assign to each history Th an effort level for the first period 

1 1.2 

and. for period p, 2 5. p 5. T, a function A (.) which assigns to each history 
p 

Th an 
p.lbls 

the previous 

acceptance (A ( . ) 
p 

bank's proposal, 

= 

and 

history Th , an effort level for 
p.2 

strategy as 

1) or rejection (A ( . ) = 0) decision to 
p 

a function e T ( . ) which assigns to each 
p 

the p-th period. We denote a country's 

Te 
T T T 

= (e
l

( ' )" " A ( . ), e ( · ) •.. . e (.» 
p p T 

A strategy for the bank specifies, for the first period, a vector 
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-1 -1 -1 
(R

l
, R

Z 
( ), ••• Rf( » and, for each period p, 2 ~ p ~ T, a function that 

assigns to each history Th a vector (RP, RP ( . ), RP ( , », 
p. l p p+l T 

We denote a bank' s strategy as 

TR = ((R' R
z'
( · ), ... R~('»' ... (RP, RP (.) , RP( . »)(.) , ... R

T

T(.» 
I' -~ P p+l T 

Define TBt ( TR,Te, Th ) and TC
t 

(TR,Te,Th
t 

) as the expected 
.r t.r .r .r 

utilities obtained by the bank and the country, respectively, evaluated at 

date t. r, when the history Th
t 

has been observed and from that moment on the 
.r 

strategies TR ,Te are followed. 

An optimaL seLf-enforcing contract for the T-period modeL (OSECT) 
• • is a pair of strategies TR t Te , such that: 

• a) TR e argmax 
TR 

TB
t 

(TR, Te, Th ) 
.r t . r 

• b) Te e argmax TCt.r( TR ,Te, Tht. r 
Te 

V Th 
t.r 
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Proposition II 

There exists b e (0,1) s .t . if b < b , then in the T-period model , 

V TeN there exists an OSECT such that: 

a) the optimal strategy for the bank can be written as a set of one-period 

maturity debts 

rules: 

which are applied under the 

TN - T 
a.1) In the first period a debt D < x (I-b) 1 (I-b) is set 

1 

following 

a.2) If in t x occurs for the first time, then in (t+1) a debt 
T" -

[D -xJlb is set, which is repaid (in present value) in its entirety 
t . 

with probab!lity one (the bank does not reduces the debt anymore) 

a.3) If in t, t ~ 2, x has not occurred ( x = x V m < t ) then a debt 
m -

T* T* J Dt <[Dt_l-lf Ib is set (it occurs a further reduction in relation to 
. T" the unpa,d amount of D ) 

t-I 

b) The equilibrium efforts satisfy: 

b.1) If in t x occurs for the first time, then eT = (x - x) Vh ~ 1 
t+h -

b.2) If in t, t ~ 2, it has not occurred x ( x = If V m < t ), then 
m 

T T -
e < e < (x- li) 

t t-I 
T b.3) The first period equilibrium effort, e
l

, satiSfies: 

11m e
T
= e (b, (X-li)) with 8el8b > 0, (X-li)1 2 < e < 'l (X-li) , for some 

T--7 00 1 

'l e (I12, 1) 
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APPENDIX 1. PROOFS OMITIED IN THE MAIN TEXT 

Proof of proposition ~ 

We proceed by backward induction. We first establish the 

Lemma 2.1 

Under each OSEC2 the expected utility for the country in the last period, 

e
2

, is greater or equal to - 2 (x - M) I 2. The expected utility for the bank 

in this period can be expressed as a function V
2
(') of C2 . Furthermore, 

V (.) is strictly decreasing. with first derivative continuous and (except in , . 

6, - x)' I 2) twice differentiable. Its derivatives are: 

- 2 

r 
if (x-M) I 2 = C

2 
- 112 

e H,O) 
- 2 - 2 

V
2

'(C
2

) = (x-x)1 (2C
2

) - 2 if (x-M) I 2 < C
2 < (x-x) I 2 

- 2 
C2 

- I if (x-x) I 2 < 

. I < 0 V " (C) 
2 2 = 0 

if - 2 - 2 (x-M) I 2 < C
2 

< (x-x) / 2 

- 2 
(x -x) I 2 < C

2 
if 

Proof of Lemma 2.1 

The country faces in 11.2, when choosing e, , a one period problem with 

R = R' . , Since utility is additively separable in time, its decision does not 

depend on period one' 5 events, that is, C , 
R! SO its optimal choice is given by (2) 

(R, e, h) depends only , 
with R! as its argument. 

on e , and 

The same can be said for the bank: 
- -, 

in a one period model, with R = R . , 
in ILl it faces the same decision as 

Then it follows from proposition 

that if R is such that R'(R ) > M , then 
• 1 2 I 

B (e (R) , R) is increasing in R for R S 

for those R such that R' (R) S M. , , , 
Thus, in all OSEC2: 

R' (R )= mIn (M R' (R H VR 
2 1 2 1 1 

Now, 

R'() = M and, since the function , 
M it follows that R'(·) = R' (R ) , " 

(j) If we take the function C(e,R) used in the proof of proposition (I) and 
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. -
use the optimal strategy e (R) defined in (2) in its first argument, . we 

obtain the expected utility for the country as a function of only R . Using -. R = R we get: • 

I 
- z R' if R' < K + (x - K) I 2 - z • K 

C (R2) = • • (x - R')zl 2 if K < R' ~ M • • 

This function is one-to-one (strictly decreasing) and therefore has inverse. 
-2 - 2 
Rz S M implies that Cz ~ (x-M) I 2. 

-z So, R can be written as a (strictly decreasing) function of the country's • 
last period expected utility: 

-. = I x - (2 CZ)I / . 

Rz -. 
K + (x - K) I 2 - C. 

if C • 
- z 

~ (x - K) I 2 

- . 
if (x - K) I 2 < C z 

(4) 

(ii) The expected utility for the bank at the beginning of the second period 

can be written as a function of only R': If in (3) we use R = RZ 
we get • z 

I R' if R' < K 
8 (.) • • (5) = • (x - RZ) - z 

if K S R' < M K+ z (R. - K) . -
We can then build V ( , ) through the composition of functions (4) and (5) 

z 

II. - (2C )II2J (x - z -. 

r (2C) Ix - x - if M) I 2 ~ C
z 

~ (x - K) I 2 z - • 
V z (x • 2 - C if (x - K)' I 2 ~ C. ~ . + - K) I 

z 

from where the statements about V· ( . ) y V"( · ) follow. • z 
• (Lemma 2.1) 

The country's expected utility in 1.2 is: 
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- 1 -2 
,,- R + b C (R (X) ) + 

1 2 2-

e (x- R 1 +b C (R2(R I))_b C (R2(x)) _ e2/ 2 if RI( 

" 1 122122 - 1 1 

C (R2 

1 2 
,e ,h )= 

1 0 

be (R 2 (x) ) + 
2 2-

e {x- RI+b C (R2(R1))-b C (R2(x)) _ e2/ 2 if ,,~ RI 
1 2 2 1 1 - 1 

Notice that R
2
(.) influences it only through C (.) and so can be written 

2 2 

as a function of the utilities C (R
2
(x», C (R

2
(R)) ignoring R

2
(R) and 

2 2- Z 2 1 2 1 

RZ(xl. For notational convenience let us denote these utilities as _c and C. 
2 -

respectively. Then 
2* - -1 

e can be written as a function of £. c, and R 
1 1 

0 if x - maxi ", RI b (c £) (0 
1 

<-.( X - max{ ~, RI } + b (c -f) if o ~ x - max( ", RI } + b 
1 

(c - £) ~ (6) 
1 

if 1 ( x - maxi ", RI b (c £) 

The expected utility for the bank in 1.1 is: 

r b B
2

(R
2

(,,) + 
* 

b B (R (R ) - b B
2
(R

2
(,,)) if R 1 R + e { x - ~ +" ( 

" B ( . ) _ ,,1 
1 2 2 1 1 

B
2

(R
2

(,,) ) 
* -

b B
2
(R

2
(R

1
) - b B (R (x)) RI + b + e {R - ~ + if ,,~ 

1 1 2 2 - 1 

So, by lemma (2.1), the bank's expected utility can be expressed as a 

function of c, .£ • and R: ' and equals: 

R I + bV ( ) + 
2* 

{ V( -
)- b V 2 ( ) } RI( £ e x - ,,+ b c £ if 

1 2 1 2 1 -I ,c)= !l(R ,c 
1 -

" ( 2* 
+ bV ( ) + { 

- I 
+ b V ( c )- b V ( ) } if ~RI 

" £ e R - " £ " 2 1 1 2 2 1 

with e2* defined as in (6) 
1 

So, the bank' s problem in 1.1 is 
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Max 
-I -
Rl ,£,C 

II (R:, £ ,e) s .a . £, c L ( x - M )2 / 2 

-I 
It is straightforward that R < l!: is not optimal because 

I 

RI < l!: implies a II / a RI = 1 > o. 
I I 

-I 
Consider then the region R > x 

I--

We know from (.6) that we need to consider separately each of the different 
2· regions for e . 
I 

Consider the 

CASE x - RI + b (e - £) e (0,1) 
I 

In this case eZ* is differentiable. 
I 

Note first that a necessary condition for an optimum is 
-I -

{ R -x + b V (c) - b V
2
(_c)} .:: A > 0, since: 

I - 2 
FACT (I) 

Suppose A 

all / aR 
I 

all / ac 

< o. Then: 
• =e -A > 0 
I 

= e b V'(e) + b A < 0 if 
I 2 

Thus, the bank's optimization leads us to 
-1 - - - 2 
RI = X , C = (x - M) / 2, but then 

A = { x-x + V ((x- M)2/ 2) - V (c) 
- 2 2-

We can now see that 

FACT (2) £ = (x - M) 2/ 2 . 

L (x - l!:) > 0 !! 

Assume this equality does not hold. Then 
• all / a c = b (I-e )V '(c) - b A < 0 

- 1 2-

(because V; (£) < 0 ) which is a contradiction. 

We now establish the 

Lemma 2 . 2 ------
0) If the pair { R', e } solves (7) 

I 

OJ) There exists a pair { R; ,e ) 
with RI < x, then c L (X-l!:)2/ 2 

I 

with RI = x which solves (7) 
I 
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Proof of Lemma 2.2 

Assume Rl < X 
I 

and - - 2 
C < (x -1» / 2 

- 2 
Consider the bank's problem as the maximization of II with S = (x-M) / 2 and a 

fixed 
2· 

e 
I 

value, so that (6) is now a restriction, and let A be the 
-associated multiplier. Note 

function is differentiable in 

that if RI 
I < x and - 2 2 the S < (x-1» / objective 

both variables. Deriving 

respect to S y R: we obtain the first order conditions: 

respectively. But 

contradiction. 

e
l 

Y;(c)) = -A , and 

e = A, 
I 

-V' (e) 
2 

< 

the lagrangean with 

So, if we set c < (X_M)2/ 2 and RI < x it is feasible for the bank to, 
I • through an increase in both variables, induce the same e and yet increase its 

I 

earnings under X, because when increasing c, the amount given up by the bank 

is lower than the additional gain to the country: there will be a lower 

overhang in the future. In contrast, 

reallocation occurs. (This ends the proof of 

(ii) Assume the pair { RI,c } with RI < x is 
I I 

Then - - 2 case that c > (x-1» / 2 

when increasing a zero sum 

lemma 2- 0)) 

optimal. 

Now, 

it must be the 
- 2 

Y >(X-1» / 2 
-I 

implies Y;(y) = I, and so if we increase c and RI they 

can be treated as perfect complements. (This ends the proof of lemma 

2-0i)) 

• (Lemma 2.2) 

Consider problem (7) with - 2 and RI now the S = (x-M) / 2 = x. 
I 

Then we have 

Max 1>+ 
C 

b Y (c) 2- + b { c - S { x - 1> + b Y (e» - b 
2 

v (c) 2-

(8) 

s . t. c ~ (x - M)2 / 2 

To solve this problem build the auxiliary function 

- 2 
(x-1» / 2- c 

Note that if in the objective function we write VA
(.) instead of V (.), 

2 2 
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the resulting function is equal to the original one if e ! (x-2~f / 2 . and 

higher otherwise. The problem (8) so transformed is the maximization of a 

concave function (the second derivative of the objective function with respect 

to e is 2 b
2 

VA '(e) < 0) and the first order condition is: 

c = x-;1> + b [;1> + 

+ (x_M)2/ 2 

_. 

- 2 
(X-;1» / 21 

- 2 - 2 b V ((x-M) / 2) -b(x-M) / 2)/ 2b 
2 

Since c - 2 > (x-;1» / 2 , then it also solves the original problem (8) . 

(9) 

- -1 -
We have been considering the case 0 < (x - R,) + b (c - £) < I. We will 

next see that outside this region the objective function takes on values which 

are below the value just found. 

The 

The 

;1> + 

solution to the country' s problem is e = 0 , 
value of the objective function is then: 

b V (c) < x + b V (cmin) 
- - - 0 

and the right hand side of this inequality is the value of the objective 

function in problem (8) when e = cmin, which we Know it is not optimal. 
o 

The solution to the country's problem is e = I , 
Maximize now the bank's objective function under this situation, that is, 

solve 

Max ii.' + b V (e) , 
s.t. (x- ii.') + b (e - £) ! I , 
Notice that: 

i) £ = c~in is not optimal (it is straightforward) 

iil The objective function evaluated in any pair (ii.' , 
evaluated in (x , e). Let us work with ii.' = x , 
Then we have the problem: 

Max x + b V(e) 

c s . t. b (e _ cmin) > 
o -

e) is no higher than 

Since V (e) is decreasing, the value of c which solves this problem is such 
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that the restriction is satisfied with equality. 

objective function is 

Then the value of . the 

x + b VOl b + c
min

) S x + b VAO/ b + c
min

) o 0 

but the right- hand side is just the objective function in (8) when 
nnin -

c = I I b + Co and we know this value of c is not optimal. 

-I 
Rz(1)) = M , 

-2 -1 
R (x ) = R (x ) 

2 1 2 1 
\I x 

1 

and 

Thus, we have found that R:= x , 
R (R) set as to satisfy (9) is 

Z 1 
an optimal strategy for the bank. 

Nevertheless, this solution is not unique. Though sufficient, 

it is not necessary for an optimal contract. 

variations. 

It allows the following 

an 

(iil 

If in (8) we write RI instead of x the resulting first order condition is 
1 

Set RI = x leads to 
1 

optimal contract only 
-I - RI(RI) < RI < x .. 

Z 1 -
We can then choose 

"and R 1 (R I) s 1> Z 1 

1> 

< 1> • 
- Z 

(x-1» I 

By lemma 2.2 we know R 1 < x is part of 
1 

2, that is, 

{R1 RI(RI)} with RI < x, as long as it satisfies 
I 2 1 1 

This is the first variation. 

The second one is that £ = (x - M)z I 2 is equivalent to any pair 

(R1(x), RZ(h ) satisfying R1(x) > M and RZ (h ) = M if x=_x z- 2 ILl 2 - 2 ILl 1 

Notice that neither agent's expected utilities are altered by any of the 

previous variations. Finally, to see why (i) is true, notice that the 
• derivative of the objective function evaluated at £ is: 

• • 
b [ I - e IV' (c) - b A = 0 - b A < 0 

1 Z -

i.e. , if we decrease the country's expected utility in the second period if 

in the flrst period 1> occurs, this has a second order effect in the 

bank's expected profits (since the highest credible punishment is one in which 

the bank maximizes its profits at the beginning of the s econd period) but it 

has a first order effect in the incentives it gives to the country to make 

effort. 

• (Proposition 2) 
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Proof of oroposition 1. 
Note f irst that given a pair of bounds R» (R ), 

2 1 
there is 

uniqueness in t he country's expected utility, for any continuation OSEe with 

such initial bounds. 

In 1.1 bis the country will face a proposal R» (R J. Since it 
2 1 

can only give an answer of acceptance or rejection to tha t propos al, it will 

accept if and only if count r y' s 
- IN 

country's expected utility under Rl ' 

expected 

RIN(R ) 

utility under R» R» (R) ~ 
121 

2 1 

So the bank's problem in 1. 1 is: 

Max .1> + V (£ + e [ V( c ) - V ( £ ) + R -.1> 

-R, c, £ s.t. 

[ R + ] 
'2 

(Ie ) e E argmax £ + e x - c -£ - e / 2 

e e [ 0,1 ] 

[ - -R ] e
2

/ 2 ~ 
cont (VP) £ + e x + c - £ - C 
1 

C ~ 
m in 

£ c 
0 

Due to the concavity of the country's objective funct ion, we ca n 

substitute Ie by the first order condition 

· . 1 ; -, · , -, si x - R + c - £ < 0 

s i x - R + c - £ e [ 0,1 ] 
1 -

1 si x - R + c - £ > 1 

We will make use of the fo llowing definitions: 

Let 
min 

c be the country's expected utility under every OSEe with infinite initial 
t 

bounds in the t period model, 

C
max 

the ' country s expected utility when it has to pay .1> each period in the t 
t 

period model, and 

c one(c ) = c - 11 2. 
o 1 1 

We can get rid of the first period bound due to the following fact 
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Fact 7.1 For each triplet (R c ,£) there exists another triplet 

(x, c', £) which provides the country with the same expected utility and the 

bank with at least the same expect ed utility. If it provides the bank with 

the same expected utility then it induces the same first period effort from 

the country. 

max - 2 
Let c = (x - x) / 2 (the country's expected utility in a one period 

o -
model with debt equal to ~). 

- max 
If c ? co' the bank's ex pected utility remains the same because 

V'(y)=-I \I y .?c. 

From the country's problem first order condition it fo!lows that the first 

period effort is also the same. 
- max 

If c < c then the bank's expected utility is strictly greater because 
o 

I V' (y) I < I in a neighborhood of c 

o (Fact 7.0 

We will use R :: x and so we have a problem in two variables: c and f. 

We can also establish 

Fact 7.2 Choosing £ ? c is not optimal. 

Proof. 

If the bank did it, it would lead to the following expected utilities 

for the bank = ~ + V(£) , and for the country = £ 

If, instead, we take c I such that c < c ' and 

V(£) - V(c') < (x - ~) (which we can do thanks to the continuity of V( · )), we 

will have 

bank's EU = A + V( £ ) + [c - £ ] [V( c ' ) - V ( £ ) + x - ~ ] > 

~ + V( £ ) 

and country's EU = £ + [c - £ ]2/ 2 > £ 

Remember we have defined 

then we face the infinite 

min cont 
C

1 
= max { c 1 J C 1 

initial debt problem 

o (Fact 7.2) 

). If c 
I 

already 

min 
= c 

I 

studied: the 

restriction VP is satisfied by the solution to the unrestricted problem. The 

presence of the initial bounds is in this case irrelevant. 
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Consider the 

cause changes in 

To emphasize this 

case c 
I 

cont = c 
1 

> min Ch . R-IN 
c anges In , 

I 1 
-IN 

is a non-constant function of R , 
1 

c
I
' Le., c

1 

dependence we will often write c (R
IN 

RIN(R)) 
I l' 2 1 

can 

It only remains to make sure that in this case, when the initial bounds 

are relevant, the bank does not allow the country to obtain more expected 

utility than that provided by the initial bounds. 

The reason 

If 
cont 

c = c 
1 1 

with equality. 

is that \I c > 
1 

min 
c 

1 

> min 
c 

1 
the restriction VP is satisfied 

in a neighborhood of c the bank can take 
1 

advantage of any decrease in this variable to increase its expected utility. 
-t - -t-

To see it, consider a value of c
1 

which comes out of { R
t

, c, £} R
t
= x and 

c L £ . 

i) if c >cmin we can choose 
- 2 

£ '= £ - h 

c = c - h, 

with 
mIn o < h < £ - c 2 ' so that 

~ is constant 

v ( £' > V ( £ ) and 
2 2 

V 
2 

c ') >V 
2 

c ) 

because V (. ) is strictly decreasing. 
2 

As a result, the 

than under (£ , c). 

ii) if £ = 
mIn 

C 
2 

bank's 

then 

expected utility under (c' - , c') is strictly 

we are in the situation analyzed in the 

greater 

infinite 

Initial debt case. By the solution to problem (8) in the proof of proposition 
-* 2, we know that the expected utility of the bank reaches its maximum at c 

such that C ( cm1n ,e·, x ) = cm1n and is strictly concave in c. Then it is 
1.2 2 _ _.r 

strictly decreasing in c for c? c . 
- 1 

Then if we decrease c leaving unchanged £ and R
1

, we obtain a decrease in c 

and an increase in the bank's expected utility. 

Define the function 

C { (£ , 

( £, 

such that 

£ + [ c - £ 

c (Fact 7.3) 

c ) 
2 

E R :£ ~ C 
I I 

----» R 

c ) 
I 
---------~ c ( £ c ) 

1 

]2 I 2 = c 
1 

and c ? £ 
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Notice that c( · ,·) is a continuous function and, in t he interior of its 

domain, differentiable. 

The 

equality 

problem) 

fact that the 'voluntary participation' restriction is satisfied with 

for c > cmin (and if c < cmin we already know the solution to the 
1 - 1 1 1 

will allow us to transform the initial bank's problem into the 

maximization of a continuous function (in one variable) in a compact set, as 

we establish in the following lemma 

Lemma 7 .1 Under every OSEC with initial bounds 
-IN -IN 
R" R (R), at date I.! 2 , 

over a two period horizon, the expected utility for the country is equal to 

c (RIN RIN(R) ) 
1 l' 2 1 ' 

and if c < c
max 

1 - 1 ' 
the expected utility for the bank is 

equal to the value of the following 

(Program - ) 

s. a. e [ (min cone(c)} I { max } I 
max co' 0 1 ,m.n cl ' Co 

Furthermore, if the value of £ which solves this program is unique 
• - IN RIN(R ) to £, then under every OSEC with initial bounds R, ' if 

2 " -then in II.! the country's expected utility is £ an the bank's 
• utility is V(£ 1. 

Proof of lemma 7.1 

It only remains to justify the restrictions c > c one(c) and 
- - 0 1 

max 
£~c o 

As for the first one, we have that: 

and equal 

x= x , -
expected 

j) For every triplet (R, £ , c) , with [iC -R + c - £1 ~ I there exist 

another triplet (R, £ " c) with [iC -R + c - £ ' J = I which provides the same 

expected utility to both agents because 

1. j) [iC -R + c - £J~ I .. EU bank = V( c ) + R and 

EU country = x - R + c - 1/ 2 

1. e ., neither of both expected utilities depend on £. 

Lij) notice that £ 

will a lso be feasible. 

> £, so that if £ is feasible (£ > c~in), £ 

Then, there is no loss in generality in restricting the bank to choose £, 

c such that c - £ ~ 1. 

As for the second one: 

,',') A II > max ssume we a ow £ _ Co Ch ' > max ,'s t' I ' f d oosmg £. _ c op Ima 1 an only 
o 
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1·f > max b C
1 

_ C 1 ' ecause: 

Assume c > c max is optimal. Remember that, from fact 7.2, c > .£. 
- - 0 

Then V'(£} = V'( C } = -I, and we have, from the first order condition: 

V ( c(£, c 1) } - V(£} + X - l> = 0 

Then c - £; X - X , from 

c > c
max 

+ ( x - _x}2 I 2 _> 
1 - 0 

which 

2 c
max

= 
o 

max 
c 

1 

Conversely, if 

notwithstanding 

c> 
1-

max 
c 

1 
the bank can withdraw less than l> each period, 

the realization of x, without causing any distortions in 
1 

country's effort, so that the country's expected utility in the last period if 
- z max 

in the first one occurs l> is at least (x - l>) I 2 = c o 
c > c

max 
1 1 

(Since the solution to the problem when is trivial, 

the 

we will restrict our attention to the case C
1 

to restrict our attention to the case .£ ~ c
max 

max 
~ c This will allow us 

1 

o 
.(Lemma 7.0 

And thus Weierstrass Theorem guarantees the existence of a global maximum . 

• (Proposition 7) 

Proof of proposition ~ 

We have to solve the program (.), the maximization of a function of one 

variable (£). 

The derivative of the objective function with respect to £ is a function 

of £, parameterized by c
1

• Let's call it FD (£ ; c
1
) 

Deriving the objective function and simplifying we obtain: 

FD( _c ; c } = [J - e(_c, c }] [ V'( c } - V'( C }] - A( _c ·c } I e(c,c } 
1 1 - '1 -I 

where 

A( c ;C } = [V ( c ( _c ;C ) } - V(c) + x - _x 
- 1 l-

and remember that 

e(£ ; c 
1 

= c c · c }-_c 
-, 1 

For notational simplicity, in what remains of this proof we will omit the 

arguments of A( · } and e(·} . These functions are continuous and 

differentiable a nd 

a A I a £ = - V' ( c )( I-e) I e - V' ( £ ) > 0 if 0 < e ~ 

a A I a c . = V' ( C ) I e < 0 if 0 < e 
1 

a e I a .£ = - I Ie < 0 if 0 < e 
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a e / a c = 1/ e > 0 
I 

Notice the following facts: 

if 0 < e 

min Proof If at the optimum £ = c then, since in the infinite debt problem the 
o 

b . min h h min country 0 tams c = c t roug .£ = c and 
1 1. 0 

provide the country with c > cffiln we will also need c 
I I 

If we have an in~erior optimum, 

(i) e > A because it must be the case that 

FD(£, c) = (I - e) (V'(£) - V' (e)) - A/e = 0 
I 

from where A/ e = (I-e) (V'( £ - V'( e )) 

- max 
C >c 0 ' 

> cmax 
o 

Now, ( V'( £ ) - V'( c ) ) E ( 0 ,1) because V"( ) < 0 and, thus 

o < e ~ 1 ~ e > A 

ii) Now, e + A :: E( £ = x - ~ 

From (j) and (ji) it follows that e > ( x - ]!; ) / 2 

Now, at the optimum, e = C - £. , from where 
- - max 
c = c + e > c + (x-x)/ 2 > c 

- - - - 0 

where the second inequality follows from 
max min - 2 - 2 - 2 

c - C = (x - x) / 2 - (x - M) / 2 = 3 (x - M) / 2 
00-

if we want to 

and 3 (x - M)2/ 2 > ( x - M ) iff (x - M) < 2 / 3, which is the case 

,,(Fact 8.1) 

This result will allow us to work with the same auxiliary function V
A
(. ) 

we used in the previous section. 

x - ]!; ) + c
max 

+ V ( c
max 

) - £ - V ( £ ). 
o 0 

It is useful to interpret E( £ ) as the total gains from obtaining a ' good' 

instead a 'bad' state. Since at the optimum c > cmax
, such gains depend only 

o 
on £. 

Notice that 

A( £ , c
i 

) + e( £, c
l

) = E( £ 

and that dE( £ ) / d £ < 0 

)V £, c 
I 
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O<e~landA<O .. FD ( s c ) > 0 
1 

c - s>O .. c>s .. V'(c»V' (S) 

and since ( 1 - e ) > 0 , the first term is positive. 

Since A < 0 and e > 0, then the second term is also positive. 

,,(Fact 8 .2) 

Fact 8.3 3 e > 0 s. t. if S L min 
max 

{cl'C
O 

)-e, then 

FD ( S ; c ) 
1 

-neither at-

il lim FD ( S 
£. --7 C 

1 

Proof. 

the first term 

< 

to 

0 (The value of 

the upper frontier 

c ) = - '" 
1 

S which solves program • 
of the feasible set) 

As c approaches C I e approaches zero, and so: 
- 1 

(I- e) ( V'(S) - V'( C ) ) is bounded 

is not close 

and the second one( -

strictly 

A / e ) diverges to - oobecause A approaches a 

positive number (E(c I) L x 

approaches E( c )) 
1 

This proofs the fact if c ~ 
1 

because 

(At 

differentiable but it is clearly decreasing in S) 

ii) If max 
< < 

max 
then l!m FD ( c c c c· 

0 1 1 -, 
max 

.£ --7 c 
0 

Proof: 

> 
max 

I !m > 0 because c c .. e e = 
1 0 

max 
S ..... c 

0 

on the other hand: 

= 

c ) 
1 

[ 2( 

I!m A( s c ) > 0 
1 

max 
'r/ c < c • because: 

1 1 max 
£. ~ Co 

max E( max)2 / 2 max 
C + c =c + 

o 0 0 

( max max) = E( max 
e Co • c 1 Co 

A(c
max

, cmax) = E( cmax 
o 1 0 

e ( c
max 
o 
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c 

1 
= 0 

P( 

< 0 

c - S 1 
)]1/2 

c ) 
1 

is not 



andBAIBc <0 , 
and then c < cmax 

.. A( cmax c
max

) > 0 
1 1 0 ' 1 

The statement then follows from the continuity of A. 

Finally, notice that 

I!m e > 0 .. I!m 
max 

c ->c 
- 0 

max 
c-~c 
- 0 

max 
(The fact that £ = c is not optimal has already been justified) 

o 
o (Fact 8.3) 

Fact (8.4) if £, c are such that 0 < e < E( £ ) ~ then , 
a FD (c;c )I Bc > 0 -, , 

Proof BFD(c,c ) I B { E( ) - 2 
[ 1 + V'(£» ) } I 

3 
C = £ e e - , , 

o (Fact 8.4) 

The following lemma will be helpful in determining when it can be optimal 
min to set c ;;:; C because it tells us that, for 'small' c,' 

- 0 
min 

.£ ::::: Co the objective function in is negative, and for 

either positive or it produces C - £ > I, which is not feasible. 
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Lemma 8.1 (Analysis of FD(cm!n, c ) for different values of c) 
- - ---- 0 1 1 

If E(c~in) < 1, then 

" there exists c ,with 
1 

min " min E(cm
o 

in)2 max s . t .' c
1 

< c. <co + <C
1 

(i) " FOe (cmin, c) < 0 c < c .. , , o , 

(ii) " min E(cminyl / 2 FOe (cmin , c) c < c < c + .. > 0 , , 0 -0 o , 

(iii) 
min E(cm~n/ /2 FOe (cmin c) > 0 " c + < c .. c -
0 , 0 , 

Proof 

We will prove that FD(cmin. c) is negative when c = cm
l 

in o • 1 . 1. 

c
i 

= cm!n + E( £.m!n)2/ 2, and increasing in c, E [c7In,cm~n + E( 

min 
a) FD (c . 

o ' 
because a.l) 

min 
c ) < 0 , . 

V' ( cmIn) = 0 
.0 

£.> 1 

positive in 

cmin )2/ 2 ( 
- 0 

a.2) c~m min . c are the expected utilities t he country gets in , , 
the infinite debt 

- * 
V' (c ) = -I 

Thus FD ( mIn 
c 

o 

model in which we have 

and A = e > 0 

c· > cIDax and so 
o 

min 
c ) = ( 1- e ) - I = - e < 0 , 

b) E( cmin ) < I FO( min min E( cmin)2 / 2) > 0 .. £. c + 
- 0 -0 0 0 

Proof 

FO ( min min E( cmin )2 /2) ( I - E( cmin )) c c + = - 0 0 - 0 - 0 

because [ A ( min min 
£0. je o + 

and V' ( cmIn ) = 0 o -0 

ITo see that cmin 
o 

+ E( c~in )2 < c7ax notice that 

( -V'( c ) ) 

min E( min)2 
Co + Co = Max (I-e) cmin + e(cmin + E( cmin )) _ e2/ 2 

o 0 0 

max max max max - 2 
C = C + C = Max( I-e) + e( c +(x-~) ) - e / 2 

1 0 0 0 

min < max We have that c c. 
o 0 

Furthermore, 

equivalent to V(cmax) < V(cmin) 
o 0 

max 
c 

o 
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c) c < , min 
c a FD( c min c) / a c > 0 

o 
Proof 

c < em in + E(cmin )2 / 2 '* e < 
1 a . -0 . 

min min (because etc ;c 1+ A (c ;c ) 
- 0 1 -0 1 

can apply fact 8.4) 

-0 1 1 

A> 0 

'I c L cmin) , and thus we , , 

Thus, (a), (b) and (c) imply points (i) y (ii) of the lemma because we 

have an strictly increasing function which in 

lc
min 

+ E( cmin)2 / 2 I is positive, with lcmin + o -0 0 

Finally, (iii) follows from 

emin + E(cm
o
i n)2 / 2 

o -
< c '* E( emin·c ) 

1 -0' 1 

and 

A (cmin·c) 
- 0 . 1 

and then we 

min min _= E( c ·c ) - e tc ·c ) 
-0 • 1 -0' 1 

can apply fact 2.5. 

Lemma 8.1 (2) 

< 0 

cmin is negative and in , . . 
E(cmm)2 / 2 I > cmm 

- 0 , 

min 
'I e > e ,- , 

.(Lemma 8.11 

If E( c~in ) > 1, the n FOC(c~in , c
1
) < a 'I c

1 

Proof 
min FD(c , c ) = (I- e) ( 
o , . 

Using V'( cm,n) = 0 
o 

V'(cmin ) _ V'( c ) - ( E - ell e 
o 

and V'( c ) = I we obtain 

FD(c, c ) > 0 iff - , - e (I - e) - (E - e) L 0 

This last expression can be rewritten as: 
2 2 2 e-e -E+e=-{e -2e+E )=-{(e-I) +E- 1) < O'lc , 

.(Lemma 8 .1 - 2) 

Lemma 8.1 tells us that if E(cmin) ~ 1 and 
. 0 

c is 'small' (or if E(cmin) ~ 
, 0 

1) mm . d·d . • £. = Co IS a can I ate to optimum. Nevertheless, to assure it really is 

so, we need some kind of concavity. Under some conditions we will have it. 

For E(c~in) ~ 1 and 'big' c, we know £ = e~in is not optimal. 

Then the optimum (which we know exists) is an interior one. It remains to 

be seen whether it is unique. Here we will also need to establish concavity 

conditions. 

Up to now we have not ignored any value of (x - ]i) in the interval (o,ll. 

It turns out that the concavity conditions are easy to establish when 

so 



6, - .1[) is small enough. In what remains 

case of an (x - .1[) such that E(cmin) ~ I. 
0 

general case. 

If £, c are such that , 
aFO(c;c )1 ac <0 -, -
Proof 

o < e 

of t his section we will 

In the appendix we w ill 

< 112 and A ~ 0 

aFO(£;c,Va£ = { 1- e ) V" (£) + {2 e - I )/e
2 

- A I e
3 

+ 2 V'(£) /e 

work the 

solve the 

then 

The first term is negative because V" (£) ~ 0 and 0 < e < I, the second 

one because 0 < e < 1 I 2, and the third one because A > 0 and e > o. 
Finally, since V'( £ )< 0 and e > 0 , the fourth term is also negative. 

c(Fa ct 8.5) 

Lemma 8 .2 

Under the assumption E (c
min

) < 11 2 
- 0 

0) c < c" ". £ = c
m
o 

in is the unique soLution to program " , , 
(ii) " c < c , , program " has a unique soLution, and Lt is such that 

*' min 
£ > c o 

• (il a) c < c .. FO(c
mln

, c ) < 0 by lemma 7.1 (i) 
1 1 0 1 

Notice now that the objective function is concave and so if we take 

£ > cmln 
it will remain true that FO( c , c ) < 0 0-, 

Notice also that A and e behave in such a way that they satisfy the conditions 

fact 8 .5 asks to guarantee concavity 

b) and c) tell us that in £ min c such conditions are satisfied 

b) 

c) 

o 

e( c min 
, c ,) > 0 

0 

because e( emIn
, emin ) > 0 and 8 e I 8 

• 0 min 1 min 
c < c ". A (c , c ) > 0 and e( c 

1 1 0 1 0 

• because c .1) c < c .. 
, I 

c < cmln 
+ E(cmln)21 2 

1 0 -0 

c , 
c ) 

I 

c .2) A(cmln 
o 

' cmln+ E(cmln)ZI 2) = 0 
I 0 -0 

3) ( min min E( mln)2 
C. e Co ;c o + £0 

and ae/ 8c > 0 , 

> 0 

< E( 

and 

e
mtn

) 
0 

8 A I a c , < 0 

Now d) tells us that if we increase £, the conditions remain be ing satisfied : 

d) c < c .. A(c;c ) > 0 and etc ; c ) < 1 I 2 
- 1 - 1 - 1 

follows from the previous point and from 
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Then £ < c , 

a A / a £ > 0 , and 

ae /a£ < 0 
• 

< c .. FO( £ , c
1 

) , < 0 

because a FO( £ c ) / a £ , < 0 since the hypothesis required in fact 

(8.5) are satisfied. 

(We have already seen that c > c is not optimal) 
• min - - 1 • 

So, £ ( c, ) = Co is the unique solution if c, < c, 

• min Oil From lemma 8.1 we know that if c, < c,' then £ = Co does not solve 

program *. But we know it does exist a solution. Next we will see it is 

unique. 

a) • Consider first c s. t . c 
min < c < c + E(cmin

)2 / 2 
-0 

a.O) A(cmin·c ) 
o " 

min 
and e(c 

o 

, , , 0 

min > 0 because c < c 
, 0 

+ E(cmin )2/ 2 
-0 

. c ) , , > O . > min SInce c c , , 
min 

a.l) FO( c ; c ) > 0 by lemma 8.1 (ii) o , 

a.Z) There exists £G, with c~in < £G < cmax 

from fact 8.3 

G 
S. t. FO( £ ;c) < 0 , 

a.3) a FO(c ; c )/ a c < 0 if c < c 
- 1 - - 1 

min 
because {A(c 0 ;c,) > 0 and a A / a £ > 0) .. A(£;c,) > 0 

and {e(c
min 

; c) < E(cmin) < 1 / 2 and ae/ac < 0) .. e < 11 2 o 1 -0 -

because hypothesis required in fact (8.4) are satisfied. 

Finally, (a.n, (a.2 ) and (a.3 ) imply that the s et 
min 

£:c <£< o 
.{max» .. t mm C ,e contaInS a umque £. s . . o , FO ( £ 

b) Consider now c s.t. cmin 
+ E(cmin

)2/ 2 < c < c
max 

1 0 -0 1 1 

b. l) A(c
min 
0 

;c ) < 0 , from lemma 8. 1 (iiil 

b.2) I!m 
max 

A{£ , c ) , = (x - ,.) > 0 
£---7 C 

0 

c , = 0 

Then. since A is continuous and strictly increas ing in £. there exist a unique 
o 0 

c s . t. A( c , c ) = 0 - -, 
b.3) £0 S £ < c, .. A( £, c, ) > 0 .. e( £, c,) < E( £ ) 

and thus hypothesis of fact 8.5 are satisfied. So 
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a FD( ' ) I a £ < 0 

Since FD( 
o 

£ , c ) = 
l 

o and 

then there is a unique 

global maximum. 

11m FD 

• 
£ E 

o 
£ , 

c) = -CD 
l 

• 
c) = 0 and £ 

l 
is a 

.(Lemma 8.2) 

Analysis of e - -, 
The behavior of e as c varies is derived from the above solution 

because 

[ c - £]21 2 

Thus we have 
• 

= c­
l 

that 

l l 

9.\1 Q, C C 
l 

e (c ) 
l l 

is continuous (differentiable) 

continuous (differentiable), and 
• • sign del d c = sign d £ I d c + 1 ) 
l l l 

mln • 
CASE c < e < c 

l l l 

• • 
del d c > 0 because d £ I d c = 0 

l l l 

if and only if 
• 

c (c ) 
- l 

is 

An increase in the expected utility that has to be guaranteed to the country 
• 

is obtained solely through an increase in C. leaving constant £ ;: c:
1n

, which 

induces an increase in the first period equilibrium effort . 

• CASE c < c 
l l 

• • In this case de Idc >0 
l l 

because d £ I d c E (0,1) 
l 

• • 
£ is defined by FD(£ c) = 0 , l 

By the implicit function theorem we have that 

• 
d£ Idc =­

l 

a FOC( )1 a e 
l 

-:-a-:F"'O:-:C::-:(--:-) I-'-a:--£ 

And so we have to prove that 

aFD()1 ae < - a FD ( ) I a £ 
l -

Le. , that 
2 3 

{- e [I + V' (£) ] + e + A } I e ~ 

3 2 2 3 
{ -e (J-e}V"(£) - e [V'(£)+l] - e(e-I) -V'(£le + A } I e 
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which after some algebra turns out to be equivalent to 

( 1- e ) V"( £ )+ [ 1 + V' ( £ ) l/ e ~ 0 

To prove this inequality, we can make use of the two conditions which define 

an interior optimum: 

e( I-e) [ V'(£) + 1 ) = E - e( FO( c , c ) = 0 ) 
- 1 

3 
(I-e) V"( £ ) + 2 [ 1+ V'( £ ) I / e - E / e ~ 0 

It suffices to prove that 

E / e
3 

- [ 1+ V'( £ ) I / e ~ 0 

a FD ( 
a----r;-

c . 
- ' c) < 0 

1 -

which is equivalent to (substituting V'( £ ) and V"( £ ) and simplifying) 
3/2 -

2 £ - ( 2 £) / (x-,<,) ~ e (I-e) 

This inequality holds because: 

De (I-e) > ( x - M) [J - (x - M) 

since (x - M ) < e < 1/ 2 

to see why it is (x - M) < e notice that e + A = E > 2 (x - M) 

and e > A since 

FD (c , c ) = 0 is equivalent to A/ e = ( I-e) (V'(£) + J) 
- 1 

.e < 1/ 2 because A > 0 implies e < E 

To see why, define £ :: b 

equivalent to b e [ 1/4 , I I 

x - ~ Remaining in the domain of .£ is 

3/2 - - 2 1/2 
We have that 2 £ - ( 2 £) / (x-,,) = b( x - ,,) (1- b ) 

which achieves its global maximum of 32 (x - M )2/ 54 when b = 4/9 
- - - - 2 

Finally, (x - ,,) e ( 0, 1 ) implies (x - M) [Hx - M» > (x - M) / 2 

(This ends the proof that e'(c ) > 0) 
1 

• (Proposition 8) 
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Proof of proposition .2 

It can be proved, in a similar fashion as in the equal discount factors case, 

that there is an equilibrium in which the bank's strategy solves the following 

problem. 

Max l!; + bB Y ( £ ) + b C ( c - £ ) { x - l!; + bBy( c ) - bBy ( £ ) } 
£, c 

We obtain. by the same reasoning as in the equal discount factors case, that 
• min £ = c 

The objective function is concave in c and the first order condition is : 

C- B - C- B- B 
b (c - £ ) [b Y' ( c ) 1 + b {x - l!; + b y( c ) - b Y ( £ ) } = 0 

Dividing over be > 0, we obtain exactly the same condition as in the equal 
B 

discount factor case, except that instead of having b, we now have b . 

Thus ( c· - cmin ) = (x-M) / bB + (x_M)2 / 4, and 

= b C ( c· _ cmin) = [ be / bB 1 ( x _ M ) + b C ( x_M)2 / 4 

from where 
2· 

the statements about e follow. 
1 2· 

The statements about e 2 

= cmin 
( . ) are derived from -* the facts that c > cmax and £-

We first prove, in the same manner as we did in the equal discount factor 

case, that we can write the bank's problem as 

£,c,R 

• CASE e 
1 

Fact 9.1 

E ( O,ll 

if 
c -x-R+b(c-£ 

1 
s 0 

if 0 < x - R + b C ( c - £ ) < 1 
1 

if x - R + b
C 

( c - C 
1 -

- B - B 
[ R - l!; + b Y (c) - b Y ( £ ) 1> 0 

It follows immediately from the proof of proposition (2) c(Fact 9.1l 

55 



min 
.£ = c is optimal 

(It is proven as in proposition (2)) o(Faet 9.2) 

In the proof of proposition 2, at this point we proved R = x was an 

optimum. Now this does not happen: 

min -* max 
e < e < e 

• Take an arbitrary e and fix it. 
1 

associated to the restriction 

Then, if A 

• 
e = x - R + b

C
( C - " ), 

1 1 

a necessary condition for an optimum is: 

* e = A 
1 

e \B / bC V'( co) = A 
1 

is the multiplier 

(Deriving the lagrangean function with respect to Rand c, respectively) 

from where c' must satisfy - V' ( c' ) = b C / b B . 

-* 
Such c exists and is unique because 

lim V'( c) = - I, 
max 

c ---7 c 

V'( c- min) = 0 , and 

o (Fact 9.3) 

Finally, deriving with respect to R the bank objective function, we 

obtain: 

x - R + b
C 

( c -" = 
1 

from where 

x - R + b
C 

( c - " 
1 

Now, notice that 

= x - M ) + { b
B 

[ V ( c ) - V ( " ) J + 

b
C 

[ c - " ]} / 2 

B - C -
sign ( b [ Vee) - Vi,,) J + b [c - " J } 

- -* -
= sign ( Vic) - Vi,,) -V'( c )(c - ,,) } 

and this last one is positive by the concavity of V (c) 
2* - 1* 

Thus e > (x - M) = e 
1 1 

2* -* min max 
The statement about e

2 
( x ) follows from e E ( C C 
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2* * min 
The statement about e ( ]i ) follows from £ = c z 

By a similar argument as the one employed in the equal discount factors 

case, we have that every bank's choice leading to e = O or to e=! 
I I' 

yields expected profits which are below 

point. 

those in the previously characterized 

To complete the proof we derive now the first best solution. Maximize the 

country's expected utility subject to provide the bank with a fix expected 

utility and a nonnegative consumption to the country in each period. 

without loss of generality, that ]i = O. 

Assume. 

The problem is 

Max el(x - R) - (e/I 2 ~ be { ez(x - R
z

) - (ez)zl 2 } 

s.a. 

e/R
I
- ]i) ~ b

B
{ ez(Rz -]i) = B 

x - R > 0 
I -

X - R > 0 z -
Then, if A. Il, v are the multipliers associated to the first. second and third 

restrictions. respectively, the following conditions are necessary for 

optimum. 

(x - R ) - e = A (R - ]i) 
I I I 

bC
{ (x - R ) 

Z 
- e 

Z 
} = A (R

z 
- ]i) b

B 

- e = A e ~I.I, 1.1 ~ 0 
I I 

- e bC 
= A bB e ~ v, v ~ 0 z z 

which are obtained deriving the lagrangean function with respect to e
l
, 

RI and Rz' respectively. 

From the above conditions we have: 

an 

ez' 

i) If b
B< bC

, the first best effort 

e = (x - x) 

levels are e = (x - ]i) bC 
I bB, 

I 
and 

z 
Proof (of i) 

Note first that, since b C I bB > I, 

Otherwise, we would have A = - 1 and A 

it must be the case thaw > o. 
= - bCI bB _ vi bBe < - I , which is 

z 
a 

contradiction. Then the restriction (x R) = 0 is satisfied with 
I 

equality. Now, since we consider points of the utility frontier in which the 

country's expected utility is 

So v = 0, from where A = -

non-negative, it must be that(x - R) > 0 . 
2 

bel bB. Substituting A in the first two necessary 
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conditions we obtain the values for e
1 

and e
2 

ij) If bC 

e = (x - 1» 
Z 

Proof (of i j) 

the first best effort levels are: e 
I 

= 

c(i) 

(x ~). 

Notice that, since b
C

/ b
B < I, it must be that v > 0 since, otherwise, 

we would have;>. = -I - 1.1 < -I and;>. = - b
C 

/ b
B

, which is a contradiction. 

Then the restriction (x - R) = 0 is satisfied with equality. Since we 
Z 

consider points in the utility frontier in which the country's expected 

utility in non-negative, it must be that (x - R) > o. So 1.1 = 0, from where 
I 

;>. = - 1. Substituting this value of ;>. in the first two conditions we obtain 

the effort levels we mentioned above. 

cOj) 

• (Proposition 9) 

Proof of proposition 10 

We know that 

e
Z
• = [ bC

/ bBJ [ x - M J + bC 
[ x - M JZ/ 4 

I 

_ [bC
/ bBJ [ x - M J + [ bC 

/ 2 J ( V ( C ) + C _ V( cmin) _ cmin } 

EU country 

EU bank 

Thus 

• • 
= cmm + (ez )z 

I 

= X + bB V( c
min 

- 0 

c - * min B -* B min 
+ b (c - £ 0 ) [ x - 1> + b V(c) - b V( co) J 

d e
Z
• / d b

B 
= - [ b

C
/ (bB)z J [ x - M J < 0 , and thus Oii) follows. 

I 

z· B 
EU country is increasing in e and thus d EU pais / d b < 0 and 0) follows. 

I 

Finally d EU bank / d bB 
= 

thus OJ) follows. 

min 
V( c 

o 
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CASE be < bB < bB 
1 2 

We know that 

= ( 

= 

v(c- ) - V(cmin) +bB V'(c-) d c-/ d bB + be dc-/ dbB}/ 2 

[V(c-) - v(clhin)] / 2 + dc-/ d bB [bB V'(c-) + be j /2 

The first term is negative because V( · ) is decreasing, the second one is zero --by the optimality condition for c . 
2- B 

Thus, d e / d b < 0, and so (iii) follows . 
1 

2- B 
Since EU country is increasing in e

l 
,d EU pals / d b < 0, and we have (i) 

Finally, 

d EU bank / d bB 
= V( cmin ) 

o 
follows . 

2-
1- e j 

1 

Take an arbitrary be and consider bB< be < bB. 
1- 2 

We must prove that 

2-
be b

C 

b
B 

) ( - -{ e ( = X - M )--+ V 
I 1 

b
B 

2 

2-
+ e V 

I 

b B V( c ) -
. 1 

V(cm1nj + be [ -
C -

min 
c 

- 2 (x-M)+- 2 2 

2 

-­c ) > 0, and so Oil 

To do it, notice that b c / bB > I implies the first term on the left-hand side 
I -

is greater than the first one on the right hand side. 

As for the second 

b c[V(c )_V(cminj 
2 

because 

term, first notice that 

> b B[V(c )_V(cminj 
2 2 

bC < bB [V(c )_V(cminj < 0 
2 Y 2 

Thus 

b B[V(C )_V(cminj+ be [ c _ cminj< be [V(c ) _ V(cmin ) +c _ cmin 
2 2 2 2 2 

On the other hand, 

be [ v(c ) _ V( cmin) + c _ cmin j < be [ v(c ) _ V(cmin ) + c _ cmin 
2 2 1 I 
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because 

a [ C + V( c ) J / a c = 1 + V· ( c » Oy 

Thus: 

e ( b
B 

1 

Likewise: 

> e ( bB 
) 

2 

OJ EU country under bB B > EU country under b • 
1 _ _ _* rrlin 

Oil EU bank ( bB) > EU bank ( R= x • c • C 
2 - * min 

1 
EU bank ( R = x,c1,c bB) 

1 

and 

bB 
2 

where the first inequality is due to the fact that { 

) > 

R = 
- * min 

x c c ) is 
1 

not the optimal choice under bB and the second one due to b
B > bB 

and all the 
221 

payments being the same under all state of nature and their probabilities too 

.(Proposition 10) 
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Proof of proposition 11 

Remember that we have defined TC
t 

(TR,Te,Th
t 

) as the country's expected 
. r .r 

utility evaluated at t .r, when the history Th
t 

has been observed and from .r 
then on the strategies TR ,Te are followed. We have 

Fact 11.1 

Under every OSECT, TR ,Te, \I t.2, the country's expected utility and its 

optimal effort can be written as a function of the following three variables: 

R, Te( ) (TR,Te,Th ) if x = x occurs, and TC (TR,Te,Th ) 
t hI . I {t+}).l t (t+1I .1 (t+I).l 

if x = ~ occurs . For notational convenience we will call these expected 
t 

utilities c and _c respectively 
t+l t+l' 

Proof 

Since under every OSECT the country must behave optimally at each date, at 

date t.2 the country's expected utility under an OSECT is' 

TC () 
t .2 

Since 

1 
T e (.) = 
t 

b£ + 
t+, 

T 
e 

t 

-t 
(x - R ) + 

- t 

bc + eT 
- t+ 1 t 

the above function is 

b(e ,+, - c ) 
- t+l 

+ (x -

X -~+ b[e -c 
t+l - t+l 

J 

concave 

Rt) 
t 

and substituting in TC ( . ) we have: 
t.2 

, 

in 
T the optimal effort satisfies: e
t

, 

if A < Rt 
t 

01.1) 

if Rt ~A , 

Notice that c (c) has been defined as the country's expected utility derived 

from the pair of strategIes that form an OSECT If at t X (x) occurs. 
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fO " + { 
-t 

b ( ) }2/2 if ~ < Rt x- R + c - c 
- t+l t t+l - t+l t 

TC ( . )- (ll.2) 
t.2 

-t 
x - x ble -c I }21 2 if Rt (~ - R

t 
) + b £ + { S t+l - t+l - t+l t 

o(Fact ILl} 

We make the assumption that when faced with a proposal that leaves it with 

the same utility as the previous bounds, the country accepts. 

Fact 11.2. 

The country's strategy in every OSECT specifies to accept every proposal 

such that TC under proposal > TC under previous bounds 
t .2 - t .2 

(Obvious) 

o (Fact ll. 2) 
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Lemma li 

Tmln 
\I t 5. T, under any OSECT there exists C such that the country's expected 

l 

utility evaluated at t.2, over the remaining hoizon to complete T periods 
T . Tmln 

C , IS not lower than C . Furthermore, the bank' s expected utility at t.1 
l l 

over the remaining horizon to complete the T periods, can be written as a 

function VT(.) of CT 
l l 

VT( ): [CTmln,.. ) [ VTmax , --to ) 
ttl 

and satisfies: 

- 2 T-t+l (x- ,,) / 2 } ( 1- b ) / ( I-b 

if c > { (x_,,)2/ 2 }(I_bT-l+I)I 0- b) 

b) VT ( . ) is decreasing. 
l 

c) [V~( c + h ) - V; ( c ) ) / h 5. 

c 

d) { x + x + b [ cT(O) + VT max_ cT min) - T-t+1 
} / 2 < x + b " ( 1- b )I (I-b) 

- t t t 

where VTmaxis the bank's expected utility 
. l 

at the beggining of the t-th period 

when there is no restriction at a ll over the expected utility the country must 

obtain 

Proof (Lemma 11.1l 

Property W 
We first see that property (a) holds: 

VT( c ) 5. { ,,+ (x- ,,)2/ 2 ) ( 1- bT-l +I) / ( I-b) - c \I c 
l 

because { ,,+ (x- l~// 2 ) ( 1- bT-l+I) / ( I-b) is the expected utility the 

country 

When c 

gets when it totally internalizes the consequences of its decisions. 
- 2 T-t+l > { (x-"I / 2 }(I-b )/ (I- b), the bank can be repaid Ji each 

period without caus ing any distortion and then the previous weak inequality is 

satisfied with equality. 

o(Property a) 

To prove the other properties we will proceed by induction on the number 
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of periods remaining to be played. 

For t :::; T we are in the last period of a two period model and thus we can 

verify that the lemma is satisfied if we define y~( ) := y 2( ) , where 

y 2 (.) is the function we used for the last period in the two period model. 

Assume that for period (t + 1) (with 2 ~ t + 1 ~ T) all the 

statements in the lemma are true. We will show that then in period t they are 

also true. 

First notice that the bank's expected utility over the remaining horizon 

to complete T periods can be written as a function of only 

C 
-t+l 

C, £. 

}. (For notational convenience in the rest of this proof we will write 

instead of c , C 
t+l -t+l 

Assume an expected utility of c must be guaranteed to the country in t.2. 

Then, if the bank's strategy maximizes its expected utility at t . 1 it must 

solve the following 

Progam 11 

~ + byT (c) 
t+l -

+ 

~'l 
b(e - £) (x - R) } { + 

yT(c) 

T - T 
) if R > R - ~ + b[Y (c) - Y (c)[ ~ t+l t+l -

= 
t R + b 

b(e 

s. t. 

yT (c ) + t+l -

- £) + (x - ~) }{ 

c. £. C
T min 

~ t+ 1 

Rt ~ X 
t 

b[yT (e) - Y:+l(£)] t+l 

£ ,R
t

) ~ c (restriction 11) 

if R~~ 

where C
T 

min is the minimum expected utility for the country under any OSECT 
hi 

at (t + 1). 

That is, the bank must make a proposal ( 

expected utility subject to being accepted by 

being credible. 

-t -Re C, £. } that maximizes its 

the country and to e and £ 

T Notice that the function Y t (c is well defined, that is, that there is a 

maximum for each c: 

The objective function is continuous because property (c) of 

yT (.) 
t+l 

implies that it satisfies a Lipschitz condition and is, therefore, uniformly 
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continuous. 

To have a compact set we require that: 

c,.£ ~ x 
0, 

where x is a hound high enough so as not to be restrictive. 
o 

Then we can 

apply Weierstrass theorem to guarantee that there exists a maximum 'I c ~ 

C
Tmln

. 
t 

Property !£l 
T 

Let us see that Y ( c ) possesses property (cl. 
t 

Assume we want to increase c from c to c ,with c - c ::: B > 0 
. 2 1 1 2 

We can always apply the following method: 

-
Let B = c - c > Y Y 

1 2 - t+l , 2 t+l.l 

B = £ c ~ y y - 2 t+ 1 ,2 t+l.l 

where the inequalities are due to property (c) of yT ( . ) 
t+1 

We then have: 

il the initial effort b(e £) + (x 
ii) c increases in 8 

iii) Y decreases in less than B 

So YT( . ) t () t possesses proper y c 

Existence of C
Tmin 

- -t 

R) is constant 

c (Property c) 

We know see that there exists a value C
Tmin 

t 
such that the country's 

expected utility, evaluated at t.2, over 

complete T periods, TC~, is greater or equal to 

To prove the above statement, we will 

restriction II. 3. 

Step 1. 

the 

C
Tmln

. 
t 

solve 

remaining 

program 

At date t .1 of the T period model it is optimal to set: 

il Rt = X 
t 

ii) CT = CT min 
- t t+ 1 

Proof: 

il follows from property 

Oil follows from 

(c) as applied to yT () . 
t+1 

yT (. ) being decreasing 
t+ 1 
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objective function is decreasing in CT 
- t+I 

[J(Step J) 

We have transformed the problem into a one in one variable, TC
T = c 
1+1 

Step ~. 

If at period 

(x+1>+b 

(t+O of the T period model occurs: 

[cT (0) + VT max_ cT m!n] > I 2 < 
t+l t+l t+l 

x + b 1> (1- bT-t)1 (I- b) 

then a solution to the bank's optimization problem at point 

t.1 of the T period model is to set Rt= X , 
t 

-T 
C 

t+l 
c T mIn and c such that it is the case that 

t+ 1 t+ 1 

b vT 
(;; ) + X 

hI t+ 1 

(11. 4) 

Proof 

When at t.1 we fi r st establish 
-t -
R = x T T mIn c C maximizing 

t -t+l 1 
(Step I) 

We that face the function VT (c) T (0) Under assume now we = c - C t+l t.l 
this assumption, 11.4 is the first order condition to the bank's 

problem, a concave problem in c. Then, by properties (a) , (c) and 

(d), we know it also solves the original problem. 

[J (Step 2) 

We have found a solution to the bank's problem when we ignore the 

restriction 11. It is easy to see that every solution provides the 
- t -

country with the same expected utility: instead of R = x, 
t 

set R t < x if it is accompanied by c in the region in 
t t +1 

defined by 

vT 
(c) = 

t+l c 

it is possible to 

which VT ( is 
t+l 

but this change also leaves the country with the same expected utility. Let 

us call it CTrnln
. Th h h t d OSECf th t' d t en we ave t a , un er any ,e coun ry s expecte 

utility in period t, over the remaining horizon to complete T periods, is no 

lower than C Tm ln . 
t 

Propert y ill 

[J(Existence of CTm1n) 
t 

We now establish that the function V T (c) evaluated in 
t 

c > C
Trnin 

t 
is 
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decreasing. 

Assume we start from a 

consider the behavior of yT (.) 
t 

- t -
value of c which comes from { R, c, c }, and 

t -

when we want to achieve a small reduction in c . 

By property (c) of yT 
hi 

we can assume, without loss in generality. 

that we start from R:t= x. 
t 

i) if .£ > C Tmln we can choose 
t + 1 

£. '= £. - h 

c = c - h. 

with o < h < .£ _ CTmin 

t + 1 ' 
so that 

e is constant 

yT (c) 
t+1 L yT (c) 

t+ 1 -
and 

since yT (.) 
t+1 

is nonincreasing 

So, yT ( ) 
t+ 1 Y 

L yT 
t+1 

( c) for c -

yT (c ') > yT ( C 
t+1 - t+1 

[.£ _ CTm1n ) 
2 

~ y < c 

ii) if .£ = C
Tmin 

, then the bank's expected utility has a maximum at 
t + 1 

-­c such 

C
Tmin _. - CTmin -

that TC ( ,c , x ) = and is concave in c . 
1.2 t+l t 

Then it is decreasing 

- --in c for c ~ c . 
- - 1 

Then if we reduce cleaving c and R constant, we obtain a reduction in c and 
- 1 

an increase in the bank's expected utility. 

o(Property b) 

Property !! 

It only remains to prove property (d). This property causes that, once we 
min -

have set .£ = c and R: = X, the optimal value for c is the the 'linear 

region' . 

From step 2 we know that a solution to the bank's problem can be 

interpreted as a one period maturity debt: 

R:t: X means that all the first period product is paid to the bank. 
t 

Let DT 
t -

x .. 1> .. b [cT (0)" yT max_ cT mIn) ) / 2 
t+l hi t+l 

then notice that if in the t-th period x occurs and is entirely paid to the 

bank. the above statement says that in the (t+J)-th period the expected 

utility for the bank will be ( DT _ 
t+l 

xl / b and this utility is lower (this 

is the hypothesis of the lemma) than the expected value of always receiving ~. 

That is, this utility can be obtained setting a repayment that is always 

received with probability one. 
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Notice now that if we apply step 2 to compute DT
t 

and DT we will obtain: t+1 

DT_ b DT = M (I-b) + b { CI(O) + x + (eT-I) / 2 } 2/ 2 > x 
t hI 1 - 1 -

Then if it occurs ]!;, since D T -]!;) / b > D T ,the bank must concede an 
t t+l 

additional forgiveness if we want to interpret the amounts D as one period 

maturity debts. 

Thus, as long as hypothesis (d) is fulfilled, we can write the optima l bank's 

strategy as the proposition says. 

In step 3 we will find the 

fulfilled, and in step 4 we find 

to be held \I TeN. 

T behavior of e when hypothesis (d) is 
I 

(sufficient) conditions for this hypothesis 

Step ~ 

If hypothesis (d) is fulfilled, then \I TeN, under every OSECT: 

(al eT+I = (x - M)(I - b) + b (x - X)2/ 4 + b eT - 3 b (eT) 2 / 4 , Y 
1 - 1 1 

(b) e T < e T+I < 0 .5744 (x _ ]!;) 
I I 

Proof. 

The first order condition of the bank's problem in the (T + I) period model 

when hypothesis (d) (when referred to the first period of a T period model) is 

fulfilled can be expressed: 

T+I - [ cT(O) _ yT max _ cT min 1/ 2 e / b = (x - Mllb + 
1 1 1 1 

= (x-Mllb + ( b [CT-I(O) _ yT-I mox_ CT-I mInI + 
I 

(11.5) 

+ CI(O) _ [ c T min + VT max _ b c T- t min + b VT- t max] } / 2 
I I 

because cT (0) = b cT-,<O) + c l (0) 
I I I 

and if hypothesis (d) is fulfilled for the first period of a (T - I) period 

model we can, using (11.5) , substitute e T and write: 
I 

eT+I/ b = (x-M)(l-b) / b + eT + { ]!; + (X_]!;)2/ 2 - []!; + 3 (eT
)2/ 2 I } /2 

I I I 

because cT min = b CT- 1 min + (eT)2 and 
I I I 

VT max:: X + b VT- t max + (eT)2 
1 - 1 1 

and thus statement (a) follows. 

To prove statement (b), notice that 

0) There exists a unique e such that 
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(11.6) 

Furthermore, e e (x - M 2 I 3) 

To see why, note that when considering the left-hand side of (11 .6) as 

a function of e, q>(e), it is continuous, strictly decreasing. evaluated in 

(x - M) is strictly positive and evaluated in V 3 is strictly negative. 

Oi) 

since 

T -
e < e 

1 

by equation (a) we obtain: 

d eT+lI d eT = b (1- 3 eT I 2) 
1 1. 1 

o 

and by ol we know that eT < e,. eT < 2 I 3 
1 1 

(iii) 

(iv) 

T+l T . del d e < 1 (obvIOus) 
1 1 

T -
e monotonically converges to e 

1 

since by (i) , (ii) and (iii) it follows: 

T+l 
e 

1 

T+l 
.. e 

1 

T 
> e 

1 

< eT 
1 

I and 

cOl 

c(ii) 

c(iv) 

(v-i) Is is possible to express e as a function of b and we have de I db > 0 : 

In the left-hand side function of equation (1l.6), we have ¢ '(e) > 0, and 

thus we can apply the implicit function theorem. 

Furthermore de/db = 
a¢(e,b) lab 

a¢(e,b) lae 
> 0 

because the numerator is positive and the denominator negative, and so we can 

put the following bound to e: 

(vi) e ~ 0.5744 (x -2» 

since this is the value it takes when b = I . 

c(Step 3) 
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Let OT+I= { x + x + b [ CT (OJ + VT max _ cT mIn I ) / 2 
1- - 1 1 1 

T - T-I 
let m = 0 - x - b _x (I-b ) / (I-b) para T L 2 

T - I 
and 

Assume hypothesis (d) is fulfilled for the first period of 

period through T period models (in this 

hypothesis for the (T-1) period model) 

notation m 5. 0 
T 

Thus 

m = bT-I(el ) 2 + ...... ... . + b2 (eT- 2)2 + b (eT- I)2 + eT - (x - 1» 
TIl 1 1 

Proof 

By definition, for T = 2: 

m = 
2 -

If for 

2 -o -x-bx 
I -

T = 1 hypothesis (d) is fulfilIed, then 

0 2 = X + b x + b (e l
)2 + e2 

1 - - 1 I 

from where 

m = b (e
l

)2 + e
2 

- (x - 1» 
2 I I 

Thus, for the two period model the lemma holds. 

the one 

is such 

We will prove now that if it holds for the <:r-1) period model, then it also 

holds for the T period model: 

From definition of mr we have: 

T - 2 T-I 
mT = 0 I - X - b 1> - b 1>. . . .. - b 1> 

If we employ such definition for m and substitute we will get 
T-I 

m = b m - (I- b) x - b x + (OT_ bOT-I) 
T I-I - 1 1 

and if in the models with T - 2 and T - I periods hypothesis (d) is fulfilled: 

OT _ bOT-I = M (I-b) 
I I 

1 T-I 2 
+ b ( c (0) + x + e I 2) / 2 

I - I 

by step (2) applied to both periods, after rearranging terms. 

Thus we have 

m = b m - (I-b) (x-M) + b ( CI(O) (eT- I
)2 ) / 2 

T I-I 1 - e + 1 

and since 

1-2 
c

I 
(0) = 1> + (x - 1» / 2, we obtain 

- - 2 - (I-b)(x - M) + b (x - 1» / 4 m = b m 
T T-I 

and using step (3) 
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Assume now (induction hypothesis) that this lemma is valid for the (T - 1) 

period model. Then: 

m
T 

= bT-I (e
l

l
)2 + . ... • + b2(eT- 2 )2 + b e t

-
I_ b (x - 2» + eT - b eT- I 

1 1 1 1 

+ b (eT- I
)2 - (I-b) (x - 2» 

I 

and then, simplifying, it follows that the lemma is valid for the T period 

model. 

c(Step 4) 

Step 4 allows us to find (sufficient) conditions under which hypothesis 

(d) 

is fulfilled liTe N, but also (sufficient) conditions under which there 

exists a T from which they do not hold any longer. 

a) m
T 

~ e [1 + b + b
2 

+ ••. + b
T

-
I
] - (x - 2» ~ 

e I (I-b) - (x - 2» ~ 

0.5744 (x - 2» I (I-b) - (x - 2» = (x - 2>)(b - 0.4256) I (I-b) 

and thus 

b ~ 0.4256 

On the other hand: 

.. m < 0 
T -

IITeN 

b) m
T 

2 (e:)2 [I-bT]/(I-b) - (x - 2» 2 - 2 -(x-M) - 2(x-M)(I-b) }I (I-b) 

the above expression has the same sign as 

{ (x - M) - 2 (I-b) } I (I-b) 

and thus 

Si b 2 1 - (x - 2»1 4 .. m > 0 
T - IIT2\ for some tEN 

o 
c(Property d) 

c(Lemma 11.1) 

From lemma 11.1 it follows (it is obvious from the way it is proved) 

proposition 11 

.(Proposition 11) 
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APPENDIX 2. CHARACTERIZATION OF EQUILIBRIUM UNDER LIMITED DEBT 

We have seen that a complete characterization of an OSEC with initial debts 

needs to make use of the value of (x - ,,). 
propositions. 

We do this in the following 

" 
Proposition 8- a) 

There exists (x -
- IN 

initial bounds Rl . 

" ,,) s . t. if (x - ,,) ~ (x - ,,) , then for the OSEC with 

RIN(R ): 
Z I 

o (Continuity of RI"(x) and / 
. • ~ - miA 

There eXIsts C J C e (c 
1. 1 1 

an (except in c) differentiable 
I 

ii) (Behavior of R~" (,,) 

-I" R
z 

(,,) satisfies: 

c
min .s " c ~ c 
J I I 

( 
max 

c c < c 
I I I 

C 
I 

'" RI" (x) 
2-

'" " 
( 

Cmax) - 1"( ) 
I s.t. R2 " 

functions of c with 
I' 

= M 

RI"(x)( 
2 -

M and R I" (x) 
2 -

max 
~ c RI"(x) ~ c '" " I I 

iiiHBehavior of e (c )) 
I I 

2 -

" and e are continuous 
I . 

domain [ mIn "") c I ' 

is strictly decreasing 

Furthermore, there exist (x- ,,)pp and (x - ,,)p, with (x- ,,)pp ( (x- ,,)p 

such that 

e (c ) satisfies: 
I I 

min • iii.O e '(c) > 0 for c ~ c ( c 
I I 

iiLiO if (x - ,,) ~ (x - ,,)pp, then 

min max 
e( c ) is strictly increasing in the interval c E [ c C 

1 1 1 1 

iiLiH) If (x - ,,) ( (x- ,,)p , then 

e( c ) ( (x - ,,) 
I 

iiLiv) If 

" (x then etc ) = I 
min V c E [ C 

I I 

v C E [ 
I 

min 
c 

I 

- ,,), etc ) ( 
I 

max) " c'" C cI ' I I 

max J 
, c I 

(x - ,,) 
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" iii. v) If (x- 1»p < (x - 1» S (x - 1» , then 

e(x- x) " se(x-x) 
3 c - < c < c - s. t . 

1 1 1 

e (ce (x-1») = e (cse (x-1») = (x - 1» 
1 1 

C E [cmin ce (x-1») U (cse(x-1» c max ) .. e (c ) < (x - _x) 
1 1'1 l' 1 1 

( e(x-x) se(x-x)) 
c

1 
E c

1 
- , c

1 
- .. e(c

1
) > (x - 1» 

That is, in a neighborhood of 
min 

c 
1 

-I" if we increase c I' R
z 

(1)) is so high 

as credibility allows it to but, if we 

it optimal start decreasing R I" (x), and z -
R~" (1)) is first constant and then strictly 

As for the e behavior, we have that: 
1 

keep on increasing c, the bank finds 
1 

it does it always continuously. 

decreasing in c . 
1 

Then 

If (x - 1» is 'very small " as we go deeper into a 'debt overhang . 

situation - by decreasing the expected utility to the country-. the country's 

effort decreases continuously until it reaches the equilibrium level of 

the infinite debt model. 

If (x - 1» is 'median we cannot guaranty that e (c) is monotone in 
1 1 

c· but at least we keep e < (x - x) always. This feature disappears if we 
l' 1-

consider even bigger values of (x - 1>). In the following proposition we 

consider higher (x - tf) values. We find a new feature: we loose the 

continuity of R1"(x) and e in c. We have the following situation. 
2 - 1 I 

Proposition 8-b) 

"" " There exists (x -1» > (x - 1» s. t. 

- . - - .. 
If (x - 1» S (x - 1» < (x - 1» then 3 

ch 
C S.t. 

1 

-1* • 
R

z 
(1)) and e

1 
are continuous and differentiable functions of c

1
' with domain 

[ min chI U ( ch <0) c 1 ,c
1 

c
1 

• 

-I" R
z 

(1)) satisfies: 

min ch -I" c S C < C .. R z(1)) = M 
1 1 1 

ch < max 
< c c < c .. 1> 1 1 1 

R1*(X)< M y R1*(x) is strictly 
2 - 2 -

decreasing in c 
1 

c
max < c .. R1*(x) S 1> 1 - 1 Z -

ch Rl*(1)) -I" c = C .. E M, lim ch(+) 
R

z 
(1))(c

1
) 

1 1 z 
C -~ C 

1 1 
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with M > lim ch(+) 
c -~ c , , 

-,-R (xHc) z - , 

e(x- x) se(x-x) e(x-x ) ch se(x-x) There exists c - c - with c - < c (c - s. t. 
I 1 1 1 1 

e (ce (x-1») = e (cse(x-1») = (x - 1» , , , , 
c e [cmin ce (x-1») U (cse(x-1» c

max) ,. e (c ) < (x - 1» , 1 • 1 l' , , 
c e (ce(x-1» cse(x-1») ,. e(c ) > (x - 1» , , . , , 

The difference with the previous proposition is that the lack 

quasi-concavity of the objective function causes R:"(x) 
2 -

ch 
different values in c Nevertheless. in the domain , 
such variables exhibit a continuous behavior in c 

1. 

• 
and e to take on 

min 
, 

cch) ( ch [ c U c, • , , 

of 

two 

<0) 

Finally. for (x - ~) values close to one, since the specification of the 

model restricts us to effort values e ~ 1. it happens that there exist values 

of c (to be precise in an interval). s, t. the induced effort equals unity. , 
and both R: " (x) and e move in such a way that this restriction holds w ith z - , 
equality, 

Proposition 8-c) 

- .. 
If (x - 1» ~ (x - 1» < I. then: 

Th 't one d ch 'h ere eXlS c
1 

an c
1 

• Wit 

-,' R (x) and e 2 - , are continuous and (except 

of c. with domain , 
-,' Rz (1)) satisfies: 

min 
c ~ c ~ c , , 

one < c c < c , , , 
decreasing in C I 

min 
c , 

one ,. , 
max ,. 

c
ffiax < c , -, 
ch 

c = c , , 
R:~'(1)) ~ 1> 

,. R:"(x) e z - I!m 
C --> , 

R- "(x) 
2 -

= M 

1> < R-'(x) 
2 -
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with l!m ch(-) 
c --7 C 

1 1 

-I-
R (X)(C) 

2 - 1 

e(x-x) 
There exist c - se(x-x) 

c - with 
1 1 

e (ce<i<-l!:» = e (cse(x-l!:» = (x - l!:) 
1 1 

> I!m ch(+) 
C --7 C 

-I-
R (x)(c) 

2 - 1 

1 1 

e(x-x) one ch se(x-x) 
c - <c < c <c -

1 1 1 1 

E [cmin ce(x-l!:» u (cse(x-l!:) cmax ) '* e (c ) < (x - _x) 
C 1 1 I 1 1 J 1 1 

C E (ce(X-l!:) cse(X-l!:» .. e(c) > (x - l!:) 
1 1 ' 1 . 1 

c
1 

E [ c~ne, <h) .. e(c
l

) = I 

ch 
c :;: c ~ there exist two different equilibrium e values. 

1 1 1 

Proof of propositions ~ ~ = .£ 

s.t. 

All the steps taken in the proof of proposition 8 up to lemma 8.1-2 were 

made for all values of (x - l!:) in the interval (0, I) . To establish the 

concavity of the objective function, though, it was necessary to make the 

ass~mption of (x - x) being such that E(c
min

) < II 2. 
- 0 

We now establish analogous conditions for the general case. 

Quasi-concavity condition 

Notice first that 

FD(£ , c) = 0 _ (E -e) I e = (I-e) (V'(£) + I) 
1 

Now. 

3 BFD(c;c )IBc = { 1- e } V"(c) + 2 I e - E I e + 2 V'(c) I e 
- 1 - - -

Evaluating BFD(c;c )IBc in (c , c ) such that FD(c , c ) = 0 we obtain 
-1- - 1 - 1 

BFD(£;C1)IB£ = (I-e) V"(£) + (2e-I)1 e2 
- (l-e)[V' (£) +111 e

2
+ 

2V'(£)le 

which has the same s ign as 

e
2
(I-e) V"(£) + 2e - I - (I-e) [V'(£} + II + 2 e V'(£) 

this last expression can be transformed into 

The only term which takes on positive values for e E [0,11 is 
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[ V'C~) +1][ 3e-11 

Then a necessary condition for aFD(c;c )lac) 0 is V'(£).? - II 2, because 
- I -

otherwise [V'(£) + 1][3e - 11 ~ I 'I e E [0,11. 

But V'(£) .? -II 2 '* V"(£) ~ -27 I 8 (x-~/, as it follows from the 

definition of these two functions: if we want V' ( . ) to be not too close to 

minus one, then we must accept £. to be close to 

bound to V" (£) 

min 
c which puts an upper 

o 

Thus 

3 2 - 2 - 2 
e - e + (x - K) 24 el 27 - (x - K) 161 27 .? 0 (Quasi-concave) 

- 2 using V" (£) = -27 I 8 (X-K) and s implifying. 

Define e
Sup 

s. t. 

(eSUp)3 _ (eSUp)2 - 2 sup (- 2 + 24 (x - K) e I 27 - 16 X-K) I 27 = 0 

sup - -
e (x - K) provides, for each (x - K), an upper bound, such that 

P(£ , c ) is strictly quasi-concave in the set 
I 

{. £: e(£, c
l

) ~ eSup (x - K) 

Since e(x - K) is decreasing, we have that the upper bound found for 

(x - K) = I is lower than the upper bound for every (x- K), and thus 

£ : etc, c ) < eSup 
(I) ) 

- I -
c 

The function P(£ , c) 
I 

sup -{ c : etc, c ) < e (x-x» 
- - 1 - -

is not always quasi-concave in .£ : there exist 

values for c such that when 
I 

FD(c , c) = 0, aFD(£ , 
- I 

c )I a £ ) 0, which makes 
I 

the program * harder to solve. What will help us in solving this problem is 

the fact that when P(c , c) is not quasi-concave, then its third derivative 
- I 

-with respect to £- is negative. This property will guarantee that if there 

exist £ such that FD(£ , c) = 0, aFD(c , c) ) 0, then it also exist £' (and 
I - I 

it will be unique), such that it satisfies FD(_c', c ) = 0 and aFD(£', c ) < 0 
I I -
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Condition negativeness of the third derivative 

Deriving aFD(c , c ) / a c w ith respect to c and simplifying, we get 
- 1 - -

3 
= (I-e) V"'(£) + 3 V"(£) / e + 3 D+V'(£ )JI e -

5 
3 E(£) / e 

Only the first term is positive . Then, a sufficient condition for 

(I-e) V"'(£) ~ - 3 V"(£) / e 

Substituting the functions V" ( ) and V'" ( ) we obtain 

e (I - e) ~ 2 £ 
min 2 Since £ ~ c = (x - ,,) / 8, a sufficient condition for this inequality to 
o 

hold is 

ell-e) .5. (x - ,,)2/ 4 (Third der ivative) 

For each (x - ,,), (Thi rd derivative) provides a lower bound for e, namely: 
Inf - - 2 

e (x-,,) = max ( e t. q.e(l-e) = (x - ,,) / 4 }, 

such that a
2
FD(c , c) / a _c 2 < 0 in the interval such that 

- I 

e(£, 
Inf -

C) ~ e (x - ,,) 
I 

We can relate both conditions in the following way: 

sup -
If e.5. e (x - x), then P(c , c ) is strictly quasi-concave 

- - I 

If P(£ , c
l

) is not s trictly quasi-concave, then a2
FD(£ , c

l
) / a £2< 0 

Proof 

Assume p(c . c ) is not quasi-concave 
- I 

a) Assume that e ~ 64 / 69 

Since P(e . c ) is not quasi-concave, then 
- I 

3 2 - 2 - 2 
e - e + (x -,,) 24 e/ 27 - (x -,,) 16/ 27 ~ 0 

from where 
2 - 2 

e - e .5. (x - ,,) 24/ 27 - 16/ 27 e } 

On the other hand, 

(quasi-concave) 

(x - ,,)2{ 24/ 27 - 16/ 27e ) .5. (x- ,,)2/ 4 which is equivalent to 

24/ 27 - 16/ 27e .5. 114 , equivalent to e .5. 64/69 

From where 

2 - 2 Z- 2 
e - e ~ (x - ,,) / 4 and, thus a ~D(£ , c

l
) / a £ < 0 
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b) Assume now that e > 64/69 . 

Since e is not quasi-concave, then (x - 1£) L 0.37 

Finally, e > 64/69 and (x- 1£) L 0.37 .. 

a2
FD(£ , c ) 1 a £2 < 0 

1 

c(Fact 2.8) 

Now we have sufficient elements to characterize the solution to program *, We 

will proceed in a different way depending on the value of (x- 1£)' 

Let E(c
min

) < 1 and (x - 1£) ~ 0.892636 o 

• 
c < c ~ 

1 - 1 

Proof: 

• a) For c = c 
1 1 

FD(c
m1n

, c ) 
o 1 

min c is the unique solution to program • 
o 

o 

min 
£. = c is the unique solution: 

o 
• 

by definition of c 
1 

min • -and a FD 1 a c (c ,c) < 0 iff (x - x) ~ 0.892636 
. - 0 I - . 

W . h h d ., > mm e now state t at t ere oes not eXIst ceo t.q. 
• Assume there is. If c ) _< 0 V _c =1 c' 1 - , 

• FD(c' , c ) 
1 

then FD(· 

= o. 
• 'c ) reaches , 1 

an interior maximum at £' and so a FD(c';c)l a c = 0 which contradicts 
- I -

strict quasi-concavity. 

If 3 fItS . t. FD(£' ·. 

c'" E (cmin e") 

c) > 0, then, by the intermediate value theorem, 3 
1 

- 0' -
s. t. FD(c .. ', c) = 0 and aFD(_c .. ', c)1 ac _> 0 which 

- 1 1 -

contradicts strict quasi -concavity. 

• • So, c (c ) = cm1n is the unique solution if c = c 
- 1 0 1 1 

• • 
b) F < mm. I h . I t· or c c. c = C IS a so t e unique so U lOn: 

1 I - 0 

Consider an alternative candidate £c ) c~in £c will be preferred to c~in iff 

c 
. £ 

P(cc. c) - p(cmm·c ) = J 
-' 1 o· 1 

But 
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a 
ac , c 

because 

Thus: 

c 
£ 

J FD(£ 
min 
a 

aFD (£ 
a c , 

c ) d£ , 

c) > 0 , 

c 
£ 

~ J a FD (£ c ) d£ > 0 
min 

, 
c a c a , 

[ P(£c; c) _ p(cmin ; c) decreases as c decreases. 
1 0 1 1 

min· • 
Thus, if Co is optimum for C I' it will remain so for c

1 
< C I' 

• 

c 

• • there exists a unique £. (c ) , s.t. FD(c (c ) - , c ) ~ o. , £ (c ) , is the 

unique solution to program * 

• 
a) Consider first c < c .s one 

c , Then FD( c mi~ c ) 
a , > 0 . 

min 1 I 
C does not solve program *. But we know it does exist a solution. 

o 
will show it is unique. 

max Step 1 If c < c ,then lim FD( c , c) ~ - co (fact 7.8) 
- 1 0 - I 

l!m A 
max 

c c - a 

> 0 s ince A(c
min 
o 

c) ) 0 and A is increasing , 

Now we 

in £. and £ < c .. e > 0, thus hypothesis of fact 7.9 hold and we have: , 

1!m 
£. --7 c 

FD(£ 
max 
o 

c) < 0 , 

Intuitively. as we increase £. if we first reach 
max 

- co (fact 7.8), and if we first reach £ ~ c 
o 

(fact 7.9) 

The set {£ 

s.t.. FD (£ , c)~o , 
min <. ( max ) 

Co < £. mm Co ,e 1 

c ~ c then FD approaches 
- " 
then FD approaches L < 0 

} contains a unique £. 

The existence of s uch £. follows from a . O. a .2 ) and the intermediate value 

theorem. To see it is unique, assume to the contrary there exist £'( c .. - , 
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with 

FD(c';c ) = FD(c"·c ) = 0 
- 1 - • 1 

If aFD/a c (c', c) < 0, we immediately obtain a contradiction - - , 
If aFD/a c (c', c ) > 0, then 

- - 1-

sup -
e(£', c ) > e (x - .<», from where , 

£ 5 £' .. a
2
FD / a £ < 0 and 

£ S £' .. a FD / a £ > 0 

From the two above implications it follows that 

£ 5 £' .. FD(£) 5 FD(£') = 0, which is a contradiction. 

b) Consider now c . , 
Then 3 c > c

mln 
- 0 

one. min > c . that IS, c such that e (c ,c) > l. 
I 1 0 1 

S. t. e(£, c) = 1 (it follows from e(c, c) = , , , 
intermediate value theorem). 

min 
e (£, c,) = 1 and E(£) 5 E(c 0 ) < 1 .. FD(£, c ) > 0 

and so we can proceed in the same way. 

Let' E(cmin) < 1 and (x - .<» > 0.892636 o 

Then 

ch 
3 c ,with , 
p(/(cch). cch) 

- 1 • 1 

ch 
c < , 

= 

£ e (c
min 

m!n o ' 

• 
c,' S.t. 3 

p(cmin . cch) 
o ' , 

• ch £ (c, ) S.t. 

ch > P(c, c ) - , 
• 

£ =/ £ 

o and the 

that is, when c = 

( c, c
max 

} J 
ch 0 

c ,P(e; c) reaches its maximum , at two different , -
points: cmin 

o 

, * 
and .£ There are two solutions to program • 

c < cch "" , , *() min. h . l' • c c = Co IS t e umque so utton to program - , 
c > cch , , • min '* the unique solution to program * satisfies .£ (e

l
) > Co 

Proof: 

* * a) If c = c .. £ , , min > Co is the unique solution to program • . because 

i) FD(cmin, c *) = 0 by definition of c * o , , 

'I.e., 0.892636 < (x 

* Then £ 

5 0 .899 
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min 
of c it is true that 

o 
• > cmin~ 

£ 0 FD(c • c ) ) 0 
.- 1 

. and we can proceed in the same way as in 

the case c 
1 

> c to prove the uniqueness of program * 
1 

•• • min * 
have Pic (c ) ; c ) - Pic 'c) 0 , 

- 1 1 0' 1 
Then we 

b) 3 inf 
c inf < • M FD ( inf) = 0 c 1 C 1 • s, t , ax £ • c 1 

1 

It holds P(/(cinf 
- 1 

Proof (of b) 

Max FD (£ • c7
in

) < 0 
£ 

• MaxFD(£.c)O 
1 

£ 

and Max FD (£ 
£ 

c) is continuous in c (it is also differentiable 
1 1 

because FD(£ i c ) has an interior optimum) 
1 

Now, 

p(cmin 
o 

inf 
'c • 1 

b FD( Cone) < 0 l'f E [ min ecause .£ 1 £. c 0 

< 0 

From (a) and (b) it follows. by 

of cch Now notice that for c 
1 1 

the intermediate value theorem. the existence 

E (cinf cch) the only solution is c min and 
1 • 1 0 

ch 
for c > c the solution is an interior one. 

1 1 

• 
C) Let c (c ) be the highest root of FD(£ c) = 0 

- 1 1 

Then 

• 
Pic (c 

- 1 

and 

c ) - p(cmin 'c) 
1 0 • 1 

a 
tiC 

1 

• 

J 

• c (c) 
- 1 

min 
c 

o 

because FD(c (c ) ; c ) = 0 
- 1 1 

Notice that ( min 
e c ' o • 

= J 

• 
c (c ) 
- 1 

min 
c 

o 

FD(c ;C ) d£ 
- 1 
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FD(c ;c ) d£ 
- 1 

= J 

• c (c) 
- 1 

min 
Co 

ch • 
and c < c ,and so the restriction 

1 1 



ch 
c - £ ~ I is not binding for c < c 

1 - 1 

Likewise, if c > c ch , since the optimum is determined by 
1 1 

• 
FD(c, c) = (I-e) (I+V' (_c)) - (E- e)1 e = 0 y 

- 1 

restriction c - .£ ~ 1 is not binding either. 

Consider now the case 2 

The situation we face is similar to the case 0.892 ~ 0.899, but we need to 

make two variations. 

The first one is that FD(c min , c) < 0 V c, so that we cannot use / to 
a 1. 1 1 

guarantee the existence of a c s . t . cmIn is not the solution to program *, 
1 0 

The other one is that the restriction c(Q , c) - c < I can be binding at 
1 - -

for some C E (cmin cmax ) 
1 l' I 

Let cone 
1 

= min II 2' one . h th t (min cone) = I Co + • I.e., C
1 

15 sue a e Co • 1 

It turns out that (x - ~) ~ 0.7560.. cmax < cone. 
1 1 

min 
c 

° 

That is, there ex ist values for c 

min. f 'bl 
1 

lower than cffiax such that the choice £. ::::: 
1 

C a IS not east e. 
one one 

Remember that c (c) is defined by c + II 2 = c 
o 1 a I 

That is, cone(c) satisfies, by defini t ion, e(cone(c ), c) 
a 1 a I 1 

Thus for c > cone the opportunit y set is 
1 1 

one max 
c E [c (c), c 1, - a 1 a can 

We have the follow ing result: 

ch 
3 c 

1 

min ch max 
c < c < c s . t . 

1 1 1 
p( cmin 

° 
• ch ch 

= p( c (c ); c ) 
- 1 1 

ch one 
If c ~ c then the 

1 1 
assessment referring to E( c

min
) < 1 and (x - ~) > 

o 
0.892636 holds true: 

• ch ch P( c (c ); c ) 
- 1 1 

= > 

2i.e. , (x - ~) > 0.899 
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( min I ( max } J Co ' m.n c, c , e " £ =/ £ V £ 

that 
ch 0 

is, when c = c ,P(e; 
1 • 1 -. min 

c) reaches its maximum at two different 
1 

pOints: c 
o and £. There are two solut ions to program * 

C < cch .. 
1 1 

"() min. h . 1 t' t " £. c
1 

= Co 15 t e unIque so U lOn 0 program 

C > cch 
1 1 

• min "* the unique solution to program * satisfies .£ (el) > Co 

If 
one ch onech 

c < c ,then 3 c 
1 1 1 

onech > one t 
c 1 C 1 ' S .. 

~ c 
one min 

is the unique solution to " c .. £ = c program 
1 1 0 

cone < c < c 
onech = cone(c ) is the unique solution to program • .. £ 1 1 1 o 1 

program *, 
onech 

c < c ". 
1 1 

there are two solutions, cone(conech) and c·(conech) to 
a 1 - 1 • 

the unique solution is .£ " = c (c) 
- 1 

ch We shall prove the existence of c in the same way we did it in 
1 

for the case 0 .8926 < (x - 2» < 0.899 

with cmin < cSup < cffiax 
s. t.: 

1 1 1 

p(_c" (csup ) csup) _ p(cmin . csup ) > 0 
1 1 0' 1 

" p(£ (csup ) csup) _ p(c0ne(csup ) . csup ) > 0 
1 1 0 1 • 1 

To see why, consider p(cmax ; c )-
o 1 

p(cmax 
o 

C ) - p(c one(c ). c ) as a function of c . 
1 0 l' 1 1 

max 
It turns out that evaluated at c they are strictly positive because in 

1 max 
c 

1 
the optimal choice is c max and cone(c ) < cmax 

if (x - 2» < 1 
o a 1 0 

Then, by continuity, there is a neighborhood of 

strictly positive. 
max 

Then, in a neighborhood of c 
1 

choice. 

max 
c 

1 

£ E ( 

in which they are 

is not the bank's optimal 

b) Now, P(/(cinf ) 
- 1 

cinf) _ p(cmin 
1 0 

c inf ) < 0 , by the same argument 
1 

applied in the case (x - 2» > 0.89263 

ch 
From a) and b) it fo llows the existence of c 

1 

There are two possible cases: 
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Then, since by definition 

h ' ,min h 
C Olce IS Co ,we ave: 

min 
c 

o 

• one one one one one p(c (c ) ; c ) - p(c (c ); c ) < 0, from where 
- 1 1 a 1 1 

3 chone p( *( chone) chone) _ p(cone(cchone) 
CIS. t. £. c 1 ; c 1 0 1 

the optimal 

Intuitively, if 
one < ch 

c c 

e(cmin 
1 1 

i.e., if as we increase c
t
' we first 

ch ( min b ' , I) h arrive to , c ) = 1 than 
0 1 

to c to c emg not optima t en we 
1 0 

will have a zone in which e = 1 will be optimal: in which the optimal choice 

'II b one() b ' chone, h' h 'II I WI e c c· ut we will come to a pomt, c
1 

• m W Ie we WI eave 
o 1 ' 

it . 

chane 
Now we will prove the uniqueness of c 

1 

If cone ~ cch 
1 1 

For cone < c 
1 1 

We claim that 

one min 
then for c

1 
the unique solution is Co 

min 
c is not feasible , The feasible set is 

o 

is optimal for c 
1 

> one 
c 

1 
then 

for cone < c' < c and cmin is optimal for c' < cone, 
1 - 11 0 11 

is 

To see why, notice that the difference P(c ; c ) - p(cone(c) c) is 
o 1 0 1 I 

strictly increasing in 

P(c 
-0 

c) - p(cone, c ) 
1 O' 1 

c if 
1 

= 

c one(c ) is optimal: 
o 1 

£ 0 
J 

one 
Co 

FD(c ;c ) d£O 
- 1 

cone + 1/ 2 
o = c .. 

1 
cone = c - 1/ 2 

o 1 

Then 

max 
C 

o 

optimal 

" a J °FO(" , c ) d£O , 1 ae 
c 
- 0 

J acone FO(cone,c ) = 
001 

J 

1 

c 
-0 

on 
c 

o 

one 
c 
o 

one 
c 

o 

FO(c ;c ) d_c - FO(cone, c ) 
- 1 a I 1 

a-C 
1 

The first term is positive because e ~ I, and the second one because 

l'f cone(c ) , 'I h IS optima , t en o 1 
FO(cone 

o 
c) < 0, 

1 -
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So, I'f cone(c) " > one IS optimal for c c 
o 1 1 1 

then cone(c') is the 
a I 

unique optimum for cone < c' < c. Since, suppose it is not. Then 
1 - 1 1 

c) - PIcone. c) < 0 
1 • 1 -

and 

c' ) - PIcone. c' ) > 0 
1 • 1 -

From where P(£. i C ) - p(cone; c ) has an interior minimum in 

e" E (e' . C ), because for values lower than c in a neighborhood c
I
' 

I 1 1 1 

. c ) - PIcone. c ) is strictly decreasing. , 1 . I 1 

c" satisfies: 
I 

. c·') - p(cone; c") < 0, 
, I I 

(because it is smaller than P(" 

FD(c one(c")' c") 
a l' 1 

> 0 (because e" is 
I 

c ) 
I 

a critical point) 

c ) 
I 

but FD(' ) > 0 contradicts the optimality of c~ne(c;')' i.e., contradicts 

P(" ; c") - PIcone; c") < 0 
I I 

ch 
c 

I 

one 
c 

I 

In this case we obtain the same result as in (x - ]!;) > 0.89263. 

It only remains to prove that £. L C one(c) is never binding. i.e.. that we 
a I 

never arrive to the point where e = 1. We cannot employ the same proof as in 

Assume there exists c' 
I' 

t one( ). . I s. . eels optIma. a I 

with 

Then for c ch c one( chI is 
l' 0 c 1 

that cch < cone 
I a 

ch 
c~ > c 1 • 

the unique 

s. t. c') - PIcone. c') 
1 ' l' 

i.e .. 

optimum, which contradicts the fact 

Finally, we claim that if for (x - ]!;) it occurs that cone < 
I -

then 

for (x - ]!;)' > (x - ]!;) it also occurs so. To see why, first notice that we 

can prove, in the same way we proved the optimality of e = (x - ]!;), but using 
min 

c = C 
I a 

that if for 

+ [0 (x - ]!; ))z/ 2, 
- min 

(x - ]!;), " = c yields higher expected profits than any other ", 
a 
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causing in equilibrium e(c
min 
o ' 

c ) 
I 

= 0 (x 2» then the following 

implication holds: 

(x - 2»' > (x - 2» 

and the equilibrium 

min - 2 
and c = c + [0 (x - 2>)' ] / 2 

I 0 . 

min 
c is optimum 

o 
effort will be e(c~lfi, c

l
) = 0 (x - 2»' 

Assume now that for (x - 2», when 0 

(associated to e = 1) is optimal. 

min 
c 

o 

Then, for 
- min 

(x - 2»' > (x - 2», Co will be optimal for c
i 

s.t. 

c ~ 
I 

min 
c + 

o 
min 

with c yields e ~ l. o 

Analysis of e 
- -I 

,,),]2/ 2 and c feasible, 
I 

i. e., for all c 
I 

that, along 

We have been discovering the behavior of e when solving the model due to the 
I 

fact that 

[ c - f.] 
2 

/ 2 

So, • e (c ) 
I I 

is 

= C
1
-.£ V £, C • c

1 

continuous (differentiable) 

continuous (differentiab le) , and 
• • sign d e / d c = sign { d c / d c + I } 
1 I - 1 

if and only • if c (c ) 
- I 

is 

To end the proof of the assessments referring to the cases in which (x 2» 

is'big " the following two facts are sufficient 

- min 
Fact 12. If for (x - 2» occurs that Co is the optimal bank's choice 

min z 
when c = Co + (x - 2» / 2 (inducing then an equilibrium effort 

1 min 
e = (x 2») , then for (x - ,,)' > (x - ,,) it occurs that c is the optimal 

I 0 
min - z 

bank's choice when c c + (x - 2»' / 2 

Proof : 

Fix c = (x 
I 

I 0 

2»2/ 2 . Notice we have chosen c in such a way 
I 

that e (c
min 

c) = (x - 2>). A sufficient condition for the optimality of 
o I 

min 
Co is that 

c ) _ P (cmin 
I 0 

c ) 
I = 

f. 
f 

min 
c 

0 

FD(f. 
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for all feasible £ 

The previous criterion is not useful to work with because when varying (x 
2» 

. I . min It a so vanes c . 
o 

So we will use as our decision variable a. defined as 

- 2 
£ = a (x - 2» / 8, con a e [1 ,4) 

Then, the lower limit of integration will not change when (x - 2» changes. 

Furthermore, since we use c = (x - 2»2/ 8 + (x - 2»2/ 2, bank's profits 
1 

can be written as . a function of only (x - 2» and a. We will write them, by 

an slight abuse of notation, as P(a,(x - 2») 

The problem is then to know if a = I is optimal, that is, if 

pel! ,(x - 2>)) - P(I , (x - 2») < 0 

When deriving I l! a P 
--( 

1 a l! 
a ;(x _ 2» ) d a with respect to ( x - 1> 

we first find that 

a P 
+ -- (a, (x-2» 

a c 

= 
a FD ( a; (x -1» 

a(x - 1> 
( x - 2> )2/ 8 

where the first term is negative. 

If a = I is optimal, then I l! a P 
--( 

1 a l! 
a ; (x - 1» ) d a 

is also negative. 

So, I i! a P 
--( ;(x ) d a < 0 '" I i! a P 

-- ( a ; (x - 2» ) d a 
1 a i! - 2» a 

1 a l! 

is strictly decreasing in (x - 2» . 

Thus, 

Il!ap -
-- (a' (x-x) Ida < 0 '" 

1 a ~ . -
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since otherwise: 

in [(X- 2£) , (x- ,1»' J there is an interior minimum, (x- ,1»", which satisfies 

Ji! a p -
-- (a'(x- x)"lda) 0 because the first derivative is zero at (x- _x)", 

1 a ~ , -
but 

Ji!ap -
-- (a' (x-x)" )da < 0 because a = 1 is optimal. # 

1 a 20 ' -

min 
c

max
) • min • Corollary. 3 (c S.t. (c ) and e (c ) c E , £ = c 

I I I I 0 I 

(x - 2£) > 8 / 9 To see why, notice that if (x - ,1» = 
min - 2 • min - 2 

FD(£ c + (x-,1» / 2) = 0, that is, c = c + (x-,1» / 2 
0 I 0 

c (Fact 

> (x - ,1» 

8/ 9, 

1.9) 

iff 

Now, is it possible to induce e = (x-,1» with £ > 
I 

tells us that the necessary conditions for this to 

min c ? 
o 

happen 

The following fact 

hold iff (x - ,1» > 
8/ 9 

i) etc ; c) = (x -,1» and (x - ,1» < 8 / 9 
. - I 

U ( ) [min cmax I X (min max 
v £, c 1 e co' 0 C I' C 1 

c ) > 0 
I 

ii) (x - ,1» ~ 8 / 9 '* 3 · (min max) t f a umque c e c ,c s. . or some 

min max 
c E [c ,c I, FD (c 
- 0 0 -

Furthermore, it is satisfied 

Proof. 

c) = 0 
I 

a FD 
a £ 

and 

I I I 

e(£ ; c
l

) = (x - ,1». 

c) < o. 
I 

FD(£ ; c ) = 0 iff e([ - e) [ 1 + V' (c) I = E - e. Substitute e = (x - 2£) 
I -

in the previous expression and make the following change of variable: 
2 - 2 

Let £ = b (x - ,1» / 2 , can b E [ 11 2 , 1 J 

Now we get an equation in terms of b and (x - ,1»: 

(x - ,1»([- (x - ,1>)) ([- b) / b = (x - ,1»2 [ 1 / 2 - b + b
2
/ 2 J 

which after some algebra becomes 

- 3 - Z - -
(x - ,1» b / 2 - (x - 2£)b + ([ - (x - ,1»/ 2) b + (x - ,1» - 1 = 0 

i) The previous expression, evaluated in b == II 2, is negative (zero, 

positive) 
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if (x - l!:) < (= » 8/ 9 a nd evaluated in b = I is always zero. 

• • ii) It reaches an interior maximum when b Z - 4b / 3 + V 3(x - - ~) - 11 3 0 

• - In from where b = V3 - [ 28/9 - 24/9(x - ~) I / 2 

Such maximum is positive when (x-~) = I and negative when (x - ~) = 1/ 2 

iii) The derivative of the maximum (a function of only (x - ~» is strictly 

positive. 

Thus, there must exist a value of (x- ~) s. t. the maximum is zero (negative, 

positive) for such value (for lower, higher values). This value is 8/ 9, 
- . 

because if (x- ~)= 8/ 9, then b = 1 / 2. 

The uniqueness follows from checking that, if (x - ~) ? 8/ 9, then 
- 3 - Z - -

(x - ~) b / 2 - (x - ~)b + (! - (x - ~)I 2) b + (x - ~) - 1 

is positive and decreasing in II 2, negative and increasing for values close 

to one, concave for b ~ V 3 and convex for b > 2/3 

It only remains 

e (£, c ) = ( x -
J 

to prove that when FD 
a FD 

~), then a (£ , c ) < O. 
£ J 

c ) 
J 

= 

Expressing 
a FD 
a £ 

c ) en terms of band (x - ~) we obtain: 
J 

sign { a FD (c, c) ) = 
a £ - 1 

sign { (x- ~) - 1 +2 b
Z (x- ~) - 2b

3 (x- ~) - b
3 

- 2b
3

/ (x- 2» + 

4 - 5 -
b (x- ~) - b (x- 2»/ 2 ) 

o 

Since we are interested in the sign of the previous expression when 

FD(c ,c) = 0 
- J 

we can solve for (x-~) in 

and 

and substitute. When we do it we obtain an expression in b which is negative 

if b? 8/ 9: evaluated at b= 8/9 is negative and its derivative is negative 

if b ? 8/9. 

D(Fact 1.10) 

This is sufficient to prove the convexity of the region in which there is 

over effort: 
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Consider increasingly greater values for c . . 
1 

The induced first period effort e equals (x - x) when c : cm!n + (x - X)2; 2 
1 t - 1 0 min-

For sufficiently small e, if c : cm.n + (x - x)2; 2 + e then c is still 
1 0 - 0 

optimal and, thus, e > (x - ,,) 
1 

max min 
Finally, for c sufficiently close to c c is not optimal: we have an 

1 1 0 

interior optimum. Furthermore, e approaches (from lower values) (x - ~). 
1 

These facts, along with the uniqueness of the values of 

necessary conditions for an interior optimum with e = (x 
1 

region that exhibits over effort is an interval. 

c which satisfy the 
1 

- ,,), imply that the 

• (Propositions 8 a-c) 
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