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RESUMEN

Se analiza el problema de la desagregacidn temporal de series
mediante Métodos Bayesianos. Los valores desagregados se obtiencn
por medio de una distribucidén posterior que se deriva a partir de
una distribucidn previa no-informativa sobre los parametros. Se
demuestra gue los resultados son equivalentes a loé que se obtilenen
con métodos cldsicos. Se obtienen intervalos de pronésticos Baye-
sianos. Los prondsticos de los valores desagregados futuros se
obtienen suponiendo una distribucidn previa conjugada para el valor

agregado futuro.



ABSTRACT

The problem of temporal disaggregation of Eime series is analysed
by means of Bayesian methods. The disaggregated values are ob-
tained fhrough a posterior distribution derived using a diffuse
prior on the parameters. The results are shown to be equivalent
to some sampling theory results. Bayesian prediction intervals
are obtained. Forecasts for future disaggregated values are de-~

rived assuming a conjugate prior for the future aggregated value.
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i, INTRODUCT ! ON

When preparing data to carry out short term economic analysis economists
are sometimes faced with the problem of having time series data of dif-
ferent periodicities, i.e. one series may be made up of monthly observa-
tions while another may only be available in ;uarteriy form. In  the
more developed countries this will generally not be a fregquent ocurrence.
However in countries with incomplete data bases, with large gaps in the
time series, or non existent quarterly or monthly data, it will be more
likely to happen. The development of econometric models, or any form of
econometric analysis involving the inconsistent series, cannot be car-
ried out with the usual procedures. Under these circunstances a decision
has to be made as to whether to continue with the analysis but using §n-
ly the more time-aggregated data, say yearly, or to find procedures which
allow optimal use of all the available information. |If only aggregates
are used some of the data will be left out. This will reduce the possi-
bility of short-run analysis and prediction. Temporal disaggregation of
time series is among the procedures which may allow the use of all the

data. In some countries this may be the only way to generate statistics

for subperiods.

The problem of temporal disaggregation of time series is not new. |t has
appeared in the literature under différent names. The same basic prob-

lem has been referred to as that of ‘'interpolation of time series' by



Friedman (1962), "adjustment of monthly or quarterly series to annual to
tals'' by Denton (1971), 'derivation of quarterly figures consistent with
annual data' by Chow and Lin (1971), etc. All are concerned with cén—
structing estimates for subperiods (months, quarters) of a time series
for which only period values (years) are known. The period value is the
""aggregated'' value and the estimates for the subperiods are reguired to
Se consistent with it. The main approaches to the problem may be classi
fied according to the restrictions that the subperiods must satisty in
relation to the period data. The three alternatives are: interpolation,
distribution and extrapolation. !Hterpo]ation consists in finding val-

ues foé the component subperiods, i.e., jf data exists for the end (or
beginning) of a period, say a quarter, then it is required to find the
values of the series at the end of each of the intermediate subperiods:
the months. In Economics this would be referred to as interpolating
stock data. No constraint is imposed on the estimates. Distribution is
concerned with finding the subperiod values whén the total or the aver-
age is known for;the whole period. In this case there is a restriction
on the estimates with regard to the period value: their total, or their
average, must equal the aggregate. This is the case of flow data in Ec-
onomics. Extrapolation is used in the usual sense of estimating values
beyond the sample period. A further distinction may be made between the
different procedures depending on whether or not they make use of ''relat

ed" series, known for all the subperiods, to solve the problem.

The different approaches have been explored by de Alba (13979) and by Sanz
(1982), both of which present a unified.view of them. This is particu-

larly important to the practitioner who finds himself facing the double



problem of inadequate statistical data on one hand, and on the other
hand a host of methods to solve it. There has not uéua]ly been suffi-
cient»informétion as to which is really best-suited for particular needs.
Vandaele (1978) discusses, from a Bayesian point of view, the special
case of a multiple regression model where all the data is quarterly, ex-
cept for one or more of the independent variables, which are only ob-
served annually. Hsiao (1979) has reported similar.results using a max-
imum likelihood approach. Stram and Wei (1982) present an ARiIMA-model-
based disaggregation procedure. In this paper we use a Bayesian approach
to the problem. We also consider the question o€ forecésting disaggre

gated values. '~ These must satisfy certain constraints similar to those

imposed on the estimated values over the sample period.

2. THE PROBLEM

We shall state the problem for a particular situation, i.e. we shall spe
cifically refer to the period and disaggregated values of the variables
as the annual and quarterly data, respectively. However, the results are

applicable to alternative formulations with minor changes.

Let y3 = (yat, Ya2,---, Yan) a vector of annual data of the variable
to be disaggregated where n is the number of years. Let X3 be a nxk ma-
trix of annual data for each of k related, or auxiliary, variables, i.e.

Xa= {xaj;}, i=l,...,n, j=1,...k. Both y, ahd Xg are known.

Let l%=(y1,y2,...,y4n) be a vector of quarterly values corresponding to

the Ygae These are the unknown values we want to estimate and/or fore-



cast. Similarly X is a b4nxk matrix of quarterly values for each one of

the k related variables, i.e. X= {xjj}, i= 1,...,bkn,j=1,... k.
We assume y and X are related by the linear model.

y= X8+u, E}N(Qﬁozln), (1)

where u is a vector of errors, I, is a n-dimension identity matrix, a? is

the unknown variance and B8 is a k-dimensional vector of unknown parame--
ters. In addition it is required that the Yo t=1,...,4n satisfy restric

tions of the form

bs
:E:Ctyt= Yas» s= 1,...,0,
t= b(s-1)+1

or ‘in matrix notation,

Ca¥Y=Ya> (2)

where C, is an nx4n matrix of constants. In the specific case of inter-
est Ca='In8&', with & a L4x1 vector of constants and ® denoting Kronecker

product.

The specific form of ¢ depends on whether we are doing interpolation, . or
distribution: In the first case 2'=(1 Q0 0 0) and in the latter 2'=(1111),

if we want the total of the quarters to equal the annual, or &f=g(1111)if



the average of the guarters must equal the annual. Weighted average

schemes of the quarters can be implemented by choosing ¢ accordingly.

The problem is then to estimate and faorecast y giveh‘za, X and Xa; sub-
ject to the constraint (2). Chow and Lin (1971) obtain a solution to the
problem deriving best linear unbiased predictions subjectlto certain con-
straints. Their approach falls within the classical framework. A survey
of other ad hoc procedures can be Found in de Alba (1979) and in Sanz

(1982).

The Bayesian solution which we present here goes beyond previous results
in the sense that it not only provides estimates for Y- In addition we
derive their distribution, as well as forecasts for future values incorpo
rating a priori information relative to future annual values. Although

the main focus is on y, highest posterior density (HPD) intervals could

be derived for the parameters g and a2,

3. BAYESIAN SOLUTION

Let C; be defined as before, i.e.

Ca= In®L' with 2'= (1111), (3)

and let

Co= Co(Tun=CaCi/l) ' (%)
with

(5)

o
<

Cy= In



where

1000
U= 0100 . (6)

0010

If we define the 4nx1 vector y* as follows

'/Za

Yo

where C is an b4nx4n matrix of the form

= * (8)

Using CyC4= 41, it can be verified that Coy(yas,¥o)= 0 so that, given the

assumption of normality, y, and y, are independent. We shall continue

the use of normality although it is not essential for the results tohold.
It is possible to work instead with a multivariate Student-t distribu--

tion, and the derivations essentially hold, Zellner (1976).
Pre multiplying (1) by C we get

y:‘:: CXB + Cu:.X?':B + E.*’ (9)
where

X%= CX= X= , (10)



i.e., we assume that the related variables satisfy the same type of con-
straint as y. The error term in (9) will now be N(Q,GZCC') and the dis-

tribution of y* is

. Ln/2

f(yx|x5,8,0) = lcct |72 (Y wo?) x

exp {-(yx-xzg) ' (cC*) ™" (y#-X8) /20%} (11)

But from (8).we have

cC'= ,

so that
f (Zaix*,§,0)= lcaca“-l/z(l/zﬂcz)n/zx
exp {=(y,"%aB) * (C,C4") 7 (y4-X,3) /20%) -
Given the available data, Ya and X#, thié becomes our 1ikelihood. function.

Using the fact that C,Cy'= hIn, if we combine it with non-informativa pnl

ors for g and o we get the posterior
F(8,0]ya, X0 = (1/M Y expl=(y,=X,8) ' (y,=X,8) /2xka®}  (12)

If y, is considered as a vector of unknown parameters we have, by defini-

tion, that

F (yar8s0lya,X9)= Fly,l8,0,Y.) £(8,0]y_,x¥)



which is equivalent to

Ln+1 .

f (Zo,ﬁ,clza,x*)x(l/c ) exp {-(y,-X,8)
(CoCo") ™ (ygmXoB) (v, "X, 8) ' (y_ "X 8) /h}/20%+  (13)

On integrating out ¢ and B, in that order, we have

F g lya X5 alya (€001 Tyt ya 'y, /) -

Ly (Coe™) ™ Koty Xy /) TN 1X, (05601 Tyt

4n-k :
(Xly,/W1y " | (14)
with M= X3(C,C0) 7 X H(XIX /1) » | (15)

This is the posterior distribution of Yoo After lengthy algebraic manipu

lations and simplification it can be reexpressed in the following form:

1

. -1 -1, -
F (Yol ya X¥)=ly, [ =Xt X5 (CCG ") W,

] 1

-1 - -1
(coco') - XM 1xa'/m] Xa+[Zo'xo(X$Xa) X;Za

i 3n+y
wo[io-xo<xlaxa) Xéia]} 2 , (16)

where

Mo= (€568) ™ = (6468) T XM K (CoC0) 7'+ ooan



Now (16) has the form of a 3n-variate Student-t with v=n-k degree of free

dom from which we get the Bayesian estimator for Yoo

(18)

A
= %ok,

\ %Y= ' -1 by =
£ (lolla’x ) Xa(xaxa) Xaia

A .
where Ea is the L.S. estimate of B8 based on the annual data only, and

1

Var (Zolza,x*)=(vsz/(v-2))wo- , (19)
with
A A
vs?= (y =X B.)'(y -X_B.)/h- (20)

Notice that we can find HPD intervals for individual elements of Yo» say
Yoi» by using their marginal posterior p.d.f.'s which can be seen to sat-

isfy.
o .
(yoi-xo(i)ga)/ piio v ty, (21)
1

where Xo(i) is the i-th row of XO and h'' is the (i,i)~th element of Wo- .

We usually want results in terms of the original observations, y, rather
than the deviations from the annual values, Yo+ These can be obtained as
a Bayesian estimator, using equation (7), as

A .
¥= DE(y*|y, . X*) . ~ (22)

where D= (C'C) ¢!
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and

s K%)= y (23)

A
The derivation of the posterior variance of y is straightforward keeping

in mind that we are dealing with a singular distribution. It turns out
to be
Var(A)= D Var( :':I CLX%) D= l’i W —ID.' (24)
L X la’ V‘ZD o
with
w e (ce s e x) xe.
o o R e} o a a o}

Substituting (18) into (23) and recalling the definition of Y, we have

. Cal / Ca_y_ CaO y
y= D = D =D
- X 8 \ ¢ xp 0 3
af |G ) | s

which can be shown to be
A ) ‘ '
- l .
/h+X8_ CiX B /4 (25)

This expression is equivalent to the result given by Chow and Lin (19‘71),
when the covariance matrix is 6%I. In Section 5 we use (24) and (25) with
specific data to derive HPD intervals for each of the disaggregated val-

ues.



L, FORECASTING

It frequently happens that we are not only interested in disaggregation
of the series alone, but would like to forecast the-quarterly values for

the next years, perhaps having some information about the vyearly data.

To solve this problem we need to derive the predictive distribution for
values outside the observed range. Let y_, Ca’ and y be as defined a

bove, vy is the (n+1)-st annual data {(unknown), and Y¢ is the vector

n+1
of future values for the quarters in that year. Assuming the same rela-
tion between y and X as before, equation (1), and augmenting the future

values, we have

Y1 Y¢ X¢ Yl X [P
=Cp =C, B+C, = B+ (26)
Y, Y X u/o\X% e
02
where CA= ,
c_0

Xe is the matrix of future values of the independent variables, assumed

knowh, u. is the vector of future errors, and x' .= 2'X is the vector
=f +t = °f

of future annual values of the auxiliary variables. It is readily seen

that e and &g are independent.



Considering Yaeq 85 2N unknown parameter and assuming normality of e and

e in (26) we can write
FOy 1Y 8,02 (175" Jexp{-[{y -X_8)'(y -X_B)+(y_,,=x!,,8)*/80%} (27)

This is the likelihood function of the parameters given the annual data.
Now assume we have some information on Yo+ which takes the form of a
natural conjugate prior, independent of § and ¢, i.e.

1) */20%} (28)

S »8,0)= f(_B_’vO) f (Yn+1 )<(1/0) (1/o,vom) exp{- (Y et

where u is the known prior mean.
Combining (27) and (28) we get

F(8y0,Y 41 lza)a(l/oﬁzco)

-

exp{-[(y-X,8) " (y_-X_8)/a+(y_ . -x' B)%a+(y_,,-u)?/Al /20%}  (29)

n+1

which is the posterior of the parameters given the annual data and

A=0o2/02.
Let ye = Ceye with Ce= U(T4-22'/4) and
1000

U= | 0100 .

0010



Notice that while Ye is a L4x1 vector of. future quarterly values, Yeo is
the 3x1 vector of deviations of the first three elements in Y¢ from
their mean, we lose one degree of freedom. We can apply a similar trans
formation to the future values of the independent variables. Hence using

xfo= cfxf, we have the predictive distribution for Yeo

-1
f(lfolynﬂ,GZ,E,XFO)m(l/&)exn{-(xfo-xfog)'(cfc%) (j/_fo-XfO@_)/%z} (30)

Combining formulas (29) and (30) we get, after integrating out Yoe1? O

and B, .

v+3
2

-1

Ty S o Vo v -
2(-) X )i+ (-Zfo-xfo?-A) Wo (lfo_xfoéA)}

— .__—1 — B B
FlypolmsXegsy)=tY (X =X (XY

This is a multivariate Student-t distribution with v=n-k+1 degrees of

freedom. In these expressions we have

- @TTDTRTY,
X_ (U la) s
—'— | '
X= (§ﬂ+1xa) ’

V = diag {I/(x+4) -In (g) 1.1,

o and Vg = I;-(1/4) G5, with



Notice that in this case

vs2= 7T T-XETRR, (31)
and EA can be shown to be a GLS estimator for 8 obtained by using u in-
stead if y and weighting the observed annual values by {1/4) and the

n+1

mean of the prior distribution of y by 1/(A+4). The predictive var-

n+1

iance of Yeo is [v/(v—2)]szw;1. Under the conjugate prior assumption,
further analysis shows that the mean of the predictive distribution for

the original quarterly values Y¢ is
—— Y, N,
ElyelX™) = XeBy

where:X* is the set of all the sample information available, i.e.

X* = {Xf,X,Xa’Ya}. The variance of the predicted quarterly values s

Cov(ye | X9 =11, (1+4)-6,] [T+ 5 Gy+aX X'T )7 X:1(1, (A+4) -G, ]

/(A+4) H(v/(v=2))s? -

Furthermore the distribution of Y¢ is a multivariate Student-t distri-
bution with v degrees of freedom, v=n-k+1. We can use this to obtain

marginal predictive intervals for the individual yf's.

5. AN EXAMPLE

In this section we apply the results derived so far to a partfcular sit

uation. The matrix computations for the disaggregationwere carried out



using GEM while the Forecasts were obtained by means of TSP version 3.5,
both on an IBM;37O computer. The series we want fo disaggregate is GNP
of Mexico and the related series is én Index of Industrial Production,
- which is a componant of GHP., Since the average of the quarterly values
of the index must equal the veariy figure, and the abové results are giv
en for the case where the SUM equals the annual, we simply consider a

yearly index which is the sum of the quarters. This does not affect the

results. Table 1 shows the data.

Using formula (25) to disaggregate GNP we obtain the results of Table 2
below. Application of (24) yields a variance of approximately 7.270 for
each one of the values. This almost constant variance can be explained
as follows. The variance formula is equivalent to the following expres-

sion
Var (y)= [vs?/ (v=2)1[1,8(14-G,/sa)] [ILerX(X(;Xa)-lX'/4 ] [In@(IL,-GL,,/_LI)] .

With the particular set of data we are using it turns out that the term
X(X;Xa)-IX' is rather small so that the remaining terms, which are con-
stant, dominate. Hence the 35% Bayesian intervals have a length of 5.28.
This is very reasonable considering the order of magnitude of the quanti
ties. The fact that the Bayesian intervals do not get wider as we move
away from the mean, as in regression, may also be due to the fact that in
this method the Xa and y, are given. The intervals are plotted along

with the estimates in Figures 2 to 5.

We now ilustrate the results on forecasting. We could, of course, use

some standard procedures and derive future values without any regard to



available prior information nor restrictions. This was actually done
using the Hoit-Winters method to obtain forecasfs for the next eight pe-
riods. They are shown in Figure 1. As is usual in these cases, they re
flect a slight seasonality and the strong trend underlying the historical

observations.

Assume now that we do have some prior information with respect to GNP in
the following year. This is not a very restrictive assumption, since in
most countries government economists usually have a fairl? good idea of
what the growth of GNP will be in the coming year. In the specific case
of Mexico we assume that in 1981 the prevailing belief was that in 1982
GNP would decrease by 2%. Ve use this figure to set the prior mean, u,
in formula (28), i.e. p=889.4. An additionalvpfece of information we

need to specify is the value of 002

, the prior variance of the future
yearly figure. A reasonable value for A would be 4. This is based oﬁ
the assumption that Var(yn+]) equals the variance of the historical an-
nual data or, equivaleﬁt]y, four times the quarterly variance. However
we consider alternative values in order to get a better feeling of the
solution. We also need forecasts for the related vafiables,Xf, which we
take as given, see Table 3. This table shows the predi;ted values for
the disaggregated series under different assumptions. The upper portion
of the table gives results assuming a decrease of 2% in Mexican GNP for
1982. The lower portion considers the alternative of zero growth in GNP.
On the other hand, in each portion we present results for alternative val

ues of A, the variance ratio, along with those obtained under standard

procedures.

Notice that with a large value of A, say 100, the adding up restriction



-

for the future diséggregated values is ignored. This is the result of
having a kind of 'very low'' information prior, since we have a very
large prior variance on Yoep® In fact, if we look at the yearly value
obtained by adding the quarterly figures it is even larger than that of
the unrestricted case. O0On the other hand, when X is small, say .01, the
constraint is satisfied. Here we have strong prior beliefs about our
future yearly value. Figures 2 to 5 show the different effects graph-
ically. It is clear thar strong priors on our future annual values in-
duce a chaqge in the trend of the predicted va{ues with reépect to the
historical data. This is precisely what we would expect. So what we

have here can be seen as a means of predicting a change in trend by

means of prior information.
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TABLE 1

industrial Production GNP
Index (1970=100) Year Total

(1970 con-

Quarter Year stant pesos)

96.65

103.52

100.00

99.83 400.00 hih. 271
103.54

101.17

100.87 . ,

102.66 L08.24 462.804
108.10

114.66

113.33. :

113.55 449.68 502.086
118.75

122.61

125.42

128.16 Lok.96 5h4.307
132.10 -

133.5

131.38

134.25 531.24 577.568
131.49
143.79

140.32 :
140.67 556.28 609.976
144,27 :

145.67

143.92

137.61 571.48 635.831
139.35 ’

149.90

151.42

150.50 591.16 : 657.721
151.20 '

166.55

167.38 '

165.10 650.24 711.211
172.10

178.50

182.18

184,71 717.48 776.642
187.20

194.07

197.27 '
198.87 . 777.40 841.103
199.67

21417

215.50

207.63 836.88 907.550

1970
1971
1972
1973
1974
1975
1976
1977
1978
1979
1980.

1981

FWDN = FWN = W2 WRN = W = WA = W R = SR e B DN e L0 N = 0 N = 0 D —




(BILLION 1970 PESOS)

TABLE 2

QUARTERLY GNP

1970

1971

1972

1973

1974

1975

—

»
W

W N -

S B T S U e N i ~ N e O R e U L S . S VN B N

107.
114,
111,
110.
117.
114,
LR
116.
121.
127.
126.
126.
130.
134,
137.
140.
143.
145,
142,
145,
1hh,
157.
153.
154,

N OO £ O W W - NN 00 W W N WO W 0N WO - O

1976

1977

1978

1979

1980

1981

W = W N = W N = E W N e W NN - W N -

160.
161.
- 160.
153.
155.
166.
168.
167.
165.
182.
182.
180.
186.
193.
197.
199.
202.
210.
213.
215.
216.
232.
233.
225.

N & = W O W O 0O ~N = N O 00 O W W N O O Ut~ D




WINTERS

1 100 INDEX
| 226.0 254 .4 233.6 217.7
¥ 237.5 266.6 246.0 221.0
(1 238.4 267.5 247.0 224.3
LV 234.2 263.0 2440 227.6
.9 936.1 1051.5 970.6 | 890.6

1 100 WINTERS | INDEX

| 228.6 254.3 233.6 217.7
¥ 240.3  266.5 246.0 221.0
1 241.2 267.4 247.0 224.3
PV 236.9  262.9 2440 227.6
947.0 1051.1 970.6 890.6
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